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Progress Towards

On-Road Aerodynamic-State Estimation in Traffic
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Abstract: By exploiting aerodynamic interactions among road vehicles,
driving-automation technologies have the potential to reduce energy use
and emissions. Traditional platooning concepts consider multiple
vehicles travelling in close longitudinal proximity within the same road
lane, but recent research suggests that lateral offsetting and adjacent-lane
positioning can provide additional benefits in the complex traffic-and-
wind climate experienced in everyday driving. On-road aerodynamic-
state estimation will be a critical feedback metric for such autonomous-
vehicle systems. A small sample of multi-vehicle wind-tunnel results is
used to introduce a concept for using surface-pressure differences to infer
aerodynamic states, and measurements from on-road in-traffic tests
highlight ways to differentiate between wake effects from leading
vehicles and close-proximity pressure-field influences from adjacent-lane
vehicles. Complex conditions and varied positions of other vehicles in
traffic highlight the need to track temporal changes in states, and to use
multiple metrics to predict acrodynamic states.

1 Concept and Objectives

Instantaneous aerodynamic load prediction, whether for air or ground vehicles, has
vast applications related to performance, energy use, stability, and safety. Transient
disturbances from wind gusts, dynamic body motion, or relative motion to proximate
objects pose significant challenges. Current advances in autonomous aerial and road
mobility are pushing the limits of necessary environmental feedback to ensure reliable
control of vehicle motion and to ensure safety, while exploiting or avoiding
aerodynamic interactions with other bodies. Examples include: urban air-mobility
applications for human and goods transportation, for which navigating buildings and
associated wind disturbances is important [1], and autonomous road-traffic systems,
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for which close-proximity driving can reduce congestion and save energy via speed
harmonization and aerodynamic interactions [2]. Sensing the aerodynamic state of a
vehicle directly may improve real-time control strategies. Biological systems use
sensory feedback in this manner, such as fish or birds adapting in real time to exploit
local aero/hydro-dynamic phenomena [3]. Drones and ground vehicles are bluff
bodies (non-streamlined), for which surface-pressure changes, rather than air friction,
are highly correlated with overall aerodynamic performance, and can be used to infer
local wind conditions and aerodynamic behaviour [4]. Recent work has demonstrated
the feasibility of using sparse arrays of surface-pressure measurements to infer the
aerodynamic state of a body, by making use of data-driven methods via transition-
network concepts [5]. This approach is particularly useful for non-linear acrodynamic
environments with separated/stalled flows, characteristic of bluff bodies.

Emerging traffic-aerodynamics research and the accelerating deployment of
connected-and-automated-vehicle (CAV) and intelligent-transportation-systems
(ITS) technologies suggests that road-vehicle aerodynamic drag, and associated
energy use, can be optimized via two approaches: 1) optimized multi-lane mixed-
traffic patterns that minimize traffic-system drag [6]; and 2) active aerodynamic
technologies that adapt to their traffic environment [7]. This paper describes the
preliminary steps of a project examining the first of these approaches, namely traffic-
aerodynamic optimization using CAV technologies. Within this project, named
AeroCAV, an attempt is being made to apply wireless surface-pressure sensing with a
transition-network approach to estimate real-time aerodynamic performance.
Section 2 provides some context to the necessity of the approaches being applied,
while Sections 3 and 4 document the on-road demonstrator and some preliminary
measurements, respectively.

2 The Challenge of Characterizing Aerodynamic Boundary Conditions

Based on a previous proof-of-concept investigation using a wireless-surface-pressure
measurement system [8], pressure-difference coefficients calculated using a vehicle-
speed-based dynamic pressure showed suitability as indicators of aerodynamic
boundary conditions. Building upon that experience, with additional knowledge from
wind tunnel tests of traffic interactions [6,9], three pressure-coefficient parameters
have been selected for the current on-road investigations, based on six locations
around the perimeter of the test vehicle. Specific locations are the Front centre (F),
the Back/Base centre (B), the Left-side door (L), the Right-side door (R), the Front
Left bumper (FL), and the Front Right bumper (FR). The (F)ront position is intended
to be as close to the stagnation point as possible. Pressure-difference coefficients are
defined based on the front-to-back difference (ACJ?), the left-to-right-door difference

(AC5®), and the front-bumper left-to-right difference (ACJ*®). Challenges, and

potential solutions, using these parameters are described to provide some context for
the on-road data presented in a later section.

The three pressure-difference metrics have been calculated and presented in this
section for four traffic scenarios that were simulated using a 30%-scale DrivAer model
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in the NRC 9 m Wind Tunnel. Configuration 1 consists of the isolated DrivAer
Notchback model in uniform flow. Configurations 2 and 3 consist of the DrivAer in
proximity to an AeroSUV model, in a side-by-side arrangement (see Figure 1) and a
longitudinal-following arrangement (following the AeroSUV at 2 vehicle-length
spacing). Configuration 4 consists of a side-by-side arrangement with a heavy-duty-
vehicle (HDV) model, with the base of the two model nearly coincident (see [10] for
details of the HDV model).

Figure 1: 30%-scale DrivAer and AeroSUV models in a side-by-side configuration
in the NRC 9 m Wind Tunnel.

Figure 2 shows the variation with yaw angle of the ACE®, ACSR, and AC[™®
parameters, using the wind-speed-based ACp values from the wind-tunnel
measurements. Although base pressure generally decreases with increasing yaw
angle, the corresponding lateral shift of the front stagnation point away from the
centreline causes a decrease at the front-centre position, which is approximately equal
to the change in base pressure. This results in an insensitivity of the Afg Bparameter
to yaw angle for this DrivAer shape. This behaviour suggests that AC® may be a
good indicator of dynamic pressure experienced by the vehicle. The lateral pressure
differences, at the front of the body (ACS®) or from door to door (ACF™F), show near-
linear changes with yaw angle, which suggest that either of these parameters may be
a good indicator of the yaw angle experienced by the vehicle. The main difference
between ACS R and ACJ® is the slope, with the former having five times the sensitivity
of the latter.
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Figure 2: ACp metrics from wind-tunnel tests of the isolated DrivAer model.

Figure 2 estimates the variation of the three ACp parameters that would arise when
encountering different terrestrial wind speeds (increments of 5% of vehicle speed, up
to 20%). These ACp variations were calculated using a dynamic pressure based on
the vehicle speed, not the apparent wind speed. For each of the wind-speed
increments, the data show a path representing a 360° change in the direction of the
wind relative to the direction of motion of the vehicle. Head- and tail-wind conditions
scale the near-zero-yaw-angle values to greater or lesser magnitudes, while cross-
wind conditions increase the yaw angle. This is particularly apparent for the front-to-
back ACJ® parameter which shows up to a +40% change at 0° yaw angle associated
with the 20% wind-speed increment, again suggesting that it may be a good indicator
of the dynamic-pressure of the wind. In a cross-wind orientation, the 20% wind speed
generates yaw angles that reach about 11°. The incremental AC;® and AC5™® values,
when terrestrial wind effects are estimated, show small changes at low wind speeds,
and extend reasonably proportionally with yaw angle as cross winds increases. If
measured on a vehicle, the ACp characteristics shown in Figure 2 suggest that these
parameters can be used to estimate the wind conditions (speed and yaw angle) while
driving. Either AC5® or ACJ*® could be used to first estimate the yaw angle, while
the estimated yaw angle and the AC}® parameter could be used to infer the dynamic
pressure, and correspondingly the wind speed. With appropriate characterization, this
boundary-condition estimation can be related to performance metrics, like the drag
coefficient, to estimate the “aerodynamic state” of the vehicle.

When travelling in traffic, significant challenges can arise that invalidate the
relationships of AC}®, ACS®, and ACS"® as direct indicators of local aerodynamic
boundary conditions. Some of these challenges are highlighted in Figure 3 that
compares the variability of these ACp parameters in different wind conditions for
specific traffic-interaction conditions. The isolated vehicle case is contrasted against
the “side by side SUV” case, the “following an SUV” case, and the “side by side
HDV” case, based on the wind-tunnel measurements. For each case, the symbol
represents the 0°-yaw-angle value that represents no-wind conditions, and the lines
represent the same terrestrial-wind magnitudes of Figure 2. There is no general
consistency in the magnitudes and trends of the ACp characteristics amongst the
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various cases. The “side by side SUV” is similar to the “isolated” case for the ACF®
parameter, but has distinct and opposite offsets for the ACS® and ACJ*® parameters

with some reduction in linearity. When “following an SUV”, a distinct downward
shift is observed for AC5?, and reductions in slope and linearity are observed for AC®

and ACJ™R. The “side by side HDV” case differs in that it demonstrates significant
yaw asymmetry in all three parameters, the largest spread of ACJ? values, and non-
monotonic variability with yaw angle.

Figure 3: ACp metrics in various on-road scenarios relative to yaw angle.

These varying characteristics in the ACp plots of Figure 3 make prediction of local
boundary conditions much more complicated than isolated-vehicle results would
suggest. For example, if a yaw angle is inferred from AC5® and ACJ"®, the variability
of the AC_'g B parameter amongst different conditions will make an accurate estimation
of the local wind speed nearly impossible. However, the manner in which the
scenarios differ from each other suggests that multi-variable or multi-state approaches
may provide a solution to estimate the “aerodynamic state” of the vehicle. Figure 4
shows these types of multi-state relationships for the data of Figure 3, but with the
ACp parameters plotted against each other instead of against yaw angle. Significant
variation is again seen for the ACJ” plots (left and middle), while the ACS® vs. ACT*R
plot shows some collapsing of data along distinct characteristics for some of the
traffic-interaction scenarios. Combined with transition-network concepts [5], a
suitable approach to aerodynamic-state estimation may be feasible. This concept of
this project intends to use sparse sensor data captured on the test vehicle and combined
with a pre-trained algorithm to provide an estimate of the present aerodynamic state.
By embedding these measurements into a reduced-order phase-space model, the
system can then characterize distinct aerodynamic regimes and quantify the likelihood
of transitions between them. Transition-network concepts, coupled with Bayesian
statistics, will provide the framework for eventually estimating the current
aerodynamic state in real time. The final result will provide a low-order representation
of the inherently non-linear vehicle-flow interactions, which should remain robust to
the elevated noise levels typical of experimental on-road pressure measurements. The
remainder of this paper describes preliminary results from an on-road demonstrator
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being developed that will make use of these concepts, amongst other sensor-fusion
approaches, to adopt aerodynamic-state estimation as a control metric for minimizing
energy use of automated multi-vehicle-traffic systems. Preliminary measurements of
the AC{®, ACSR, and ACE™® metrics are shown to demonstrate the potential feasibility

of boundary-condition estimation from on-road measurements.

Figure 4: ACp metrics in various on-road scenarios relative to each other.

3 On-Road Tests

An on-road demonstrator is being developed for the AeroCAV project with its end-
use goal to provide a platform to demonstrate the potential for energy savings from
controlled aerodynamic optimization with respect to wind and traffic conditions. The
system will be interchangeable on a number of vehicles. For initial concept evaluation,
the first use is with a compact battery-electric SUV. This section documents the
vehicle system, the initial test conditions, and the data processing methods.

3.1 Vehicle Systems

The experimental platform consisted of a 2022 Hyundai Ioniq 5 instrumented with a
Robotic Operating System (ROS)-based multimodal data acquisition system
developed in-house (Figure 5). The platform integrates multiple temporally
synchronized perception and vehicle-state sensing nodes. Two RGB cameras were
mounted at the front and rear of the vehicle to capture forward- and backward-facing
video. An Ouster OS1 LiDAR was installed to provide 3D point cloud data for depth
perception and object detection. Vehicle dynamics and reference pressure
measurements were recorded using an Xsens MTi-710 Inertial Measurement Unit
(IMU) sensor, installed inside the cabin. Eight Bluetooth Low Energy (BLE)-enabled
pressure sensors (Arduino Nano 33 BLE Sense Rev2) were mounted around the
vehicle—three on the front bumper, one on the roof, one on the driver’s side door, one
on the passenger’s side door, and one on the rear door. An additional sensor was
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deployed to measure ambient temperature outside the vehicle. All BLE nodes
streamed pressure or temperature readings to the ROS ecosystem. Vendor supplied
drivers along with custom microcontroller firmware and ROS drivers were developed
to interface the BLE-enabled pressure and temperature sensors, enabling time
synchronized acquisition and storage of camera images, LiDAR scans, IMU readings,
and pressure/temperature values within a unified ROS bag-based data collection
framework.

Figure 5: Instrumented test vehicle.

3.2 Test Conditions

On-road test data for this initial study were acquired between July 14 and 16, 2025, in
the province of Ontario, Canada, on roadways between the cities of London and
Sarnia. Most data were acquired on Highway 402, which is a four-lane divided
highway oriented east-west, with combinations of open terrain and tree-lined
segments, and a speed limit of 110 km/h. The target test conditions were constant-
speed driving with various boundary conditions. Early-day testing was conducted, in
lower-wind conditions, to target isolated constant-speed conditions with as little
traffic as possible. Only data for which forward vehicles were estimated to be at a
distance of at least 200 m, or more, were used for these “isolated” conditions, and
larger distances for heavy trucks. Test runs of particular interest for this manuscript,
and descriptions of the pertinent data segments, are:

e July 15, 2025, Run 01: Travelling westbound on Hwy 402, low traffic,
relatively-low southerly winds (around 5 km/h or lower, from left to right).

e July 15, 2025, Run 02: Travelling eastbound on Hwy 402, low traffic,
relatively-low southerly winds (around 5 km/h or lower, from right to left).
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e July 15,2025, Run 03: Travelling westbound on Hwy 402 in the wake of heavy
trucks, relatively-low southerly winds (around 5 km/h or lower, from right to
left).

e July 16, 2025, Run 01: Travelling westbound on Hwy 22 and Hwy 402 in the
wake of light duty vehicles, moderate southerly winds (around 10 km/h or
lower, from right to left).

3.3 Data Methods

Converting data from the BLE pressure sensors to useful pressure-coefficient-
difference (ACp) values required a number of data processing steps. A sample set of
time-series data are provided in Figure 6 demonstrating measured data (speed,
altitude, pressures) and processed data (pressure coefficients).

Figure 6: Subset of test data for Run 01 on July 15, 2025.

The top plot in Figure 6 shows the vehicle speed and its altitude profile for this test
segment. The BLE pressure sensors measure absolute pressure (middle plot), and
each has a small but quantifiable bias error, relative to the others, that drifts slightly
over time. Furthermore, elevation changes and temporal changes due to the local
climate generate variations in the pressure that can exceed the dynamic pressure of

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



the apparent wind during testing. The hydrostatic pressure change associated with the
55 m altitude change (approx. 650 Pa) is equivalent to the dynamic pressure of a 120
km/h wind. To compensate for these various factors, to permit a reasonably-accurate
calculation of the pressure coefficient for each sensor, a method to correct the
measurements based on a reference pressure acquired internal to the cabin (Pinc value
in the middle plot, from the Xsens IMU sensor) was developed. The method is still
under development, but its preliminary results provide a reasonable adjustment for
each sensor. The Cp time-series data for each sensor are shown in the bottom plot of
Figure 6. The Front Centre sensor, which resides near the stagnation point, provides
a value near one, while the sides and base provide values near or slightly-below zero,
providing reasonable validation of the approach. The Front Roof sensor shows the
strongest sensitivity/uncertainty, with distinct offsets observed between the different-
speed segments of the run. Although the metrics of interest for the transition-network
methods are the pressure differences amongst the front, back, and side sensors (ACp),
and an accurate reference offset is not strictly necessary, these corrected Cp traces
provide a means to interpret the aerodynamic behaviour of the vehicle based on
conventional approaches, and permit spectral analysis of Cp signals for individual
Sensors.

4 On-Road Measurements

4.1 No-Traffic Conditions

To begin to understand the complex aerodynamic boundary conditions in the on-road
data encountered by the test vehicle, the most basic case is analyzed. Isolated
conditions for the on-road test can be assumed to have minimal cross/head wind,
minimal interactions with other vehicles, and steady velocity. In Figure 7, on-road
AC_p are plotted for steady-velocity data segments of low-wind test runs. The data are
sorted by environmental conditions including estimated roadside tree density (colour)
and vehicle direction (marker shape). Assuming that the low-wind conditions average
to a no-wind result, 10 km/h wind limits on ACJ? are denoted about its mean and
suggest that reasonably-low winds were encountered during these tests. The small
range of AC5™® and AC}R values suggests low yaw angles, resulting from low winds,
but the sensitivity of these parameters to yaw angle is unknown for this particular
vehicle. Comparing these results to the DrivAer estimates in Figure 4, these results
generally cluster within a range of AC_'p values that indicate low winds. The general
offset of the AC5™® data towards positive values (about 0.1) is due to slight lateral
asymmetries in the surface position and casing shape of the BLE sensors. Moderate
linearity is observed between AC5™® and ACJR, providing additional evidence that
these state-space metrics may be suitable for transition-network analysis.
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Figure 7: On-road AC_p plotted for isolated steady velocity data segments of Runs 01
and 02 July 15, 2025. Error bars represent one standard deviation.

4.2 Wake-Effects Conditions

To differentiate between close-proximity pressure-field influences and wake effects
from leading vehicles such as an HDV or LDV, on-road AC_p parameters are plotted
in Figure 8 for steady-velocity data segments for various following distances, all
acquired on Hwy 402. On-road data are sorted by environmental conditions, with
estimated roadside tree density encoded by marker colour, mean vehicle direction
indicated by marker shape, and estimated following distance d represented by marker
transparency. Error bars denote one standard deviation, reflecting the variability
within each condition. Results show some clustering around the wind tunnel baseline
AC_p, as illustrated in Figure 4. Again, the dashed lines plotted in Figure 8 demonstrate
expected Afg B values under an assumption (10 km/h wind speed) that this parameter
behaves the same way for this test vehicle as it does for the wind-tunnel DrivAer
model. The low AC, Il: B values suggest that wind-speed deficits in the LDV wakes reach
about 10% of the driving speed, while in the HDV wakes they reach up to about 20%.
The westbound LDV-wake data in regions with minimal trees show increased Afg LR
values with low Afg B values, suggesting wake interactions with cross winds, but the
AC%R values do not show an increase as would be expected with cross winds based on
its isolated-condition relationship to ACJ*® (right-side plot in Figure 6). Lateral shear
in the wake, at small cross winds or small lateral offsets, may induce ACJ™®
indicative of cross winds when none are present. These results highlight the
complexities of multi-condition interactions, and provide evidence that the three
indicators selected (ACJ®, AC{™®, and ACS® ) may be insufficient to characterize
adequately the aerodynamic state of the vehicle.

values
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Figure 8: On-road AC_'p parameters plotted for steady velocity data segments for
following a LDV and HDVs. Test speeds between 100 km/h and 110 km/h.

As a secondary diagnostic of wake—proximity effects, power spectral densities (PSDs)
of the pressure-differential metrics were computed. Welch’s method was used with a
Hanning window and 75% overlap. This combination reduces noise but preserves
resolution. The spectra are plotted in Figure 9 against reduced frequency, f,, = fL/U,
where L corresponds to the width of vehicle being followed (estimates of 1.9 m used
for LDVs and 2.6 m for HDVs) and U represents the steady vehicle speed.
Significantly greater spectral energy is observed in the FLR metric (right plot) than
for FB metric (left plot), due to the greater lateral coherence of wake turbulence across
the front of the test vehicle than longitudinal coherence over its length. For the
‘following HDV’ cases, the spectra exhibit pronounced peaks at St=
0.076,0.216,0.260 and 0.357. The energy clustering near f,, = 0.2~0.24 matches a
previously derived band for HDV wakes [11].

Figure 9: On-road pressure differential spectral analysis is plotted for steady velocity
data segments for following an HDV and an LDV.
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In contrast, for the ‘following LDV’ case (Run 01, July 16), peaks within the HDV
band are absent or markedly weaker with only one pronounced peak at St = 0.186,
and the spectrum is more broadband. These differences are consistent with the smaller,
less coherent wake of an LDV at the same streamwise spacing, possibly indicating
stronger cross-flow fluctuations experienced by the test car due to wind.

4.3 Proximity-Effects Results

The proximity and relative position of other vehicles with respect to the test vehicle
can impact greatly the measured AC, p parameters, as was shown for the DrivAer wind-
tunnel data in Figure 4. A sample of proximity effects in on-road conditions are
presented by looking at a segment of the July 15 tests (Run 01) where the test vehicle
was in relatively-low wind conditions in a channeled-flow environment and was
passed by an HDV. In Figure 10, Afp time-series measurements are plotted to
demonstrate the effect of the HDV position with respect to the test vehicle. The black
dot with error bars represents the mean AC_p values and one standard deviation for this
45 s segment. The 0.1 offset in AC[™® corresponds roughly with the sensor-
position/shape bias noted in Section 4.1.

Figure 10: On-road Afp parameters and respective mean values plotted for a steady
velocity data segment where an HDV passed the test vehicle. Images show the
progression of the passing maneuver and the effect the HDV position has on ACp
parameters over time.

With reference to published studies examining LDVs overtaking larger vehicles
[12,13], and some of the author’s yet-to-be-published wind-tunnel work on LDV-
HDV-proximity effects introduced in Section 2, the overtaking scenario in Figure 10
is explained. Each of the four highlighted positions correspond to an extreme in the
AC_'p parameters, identified by the timestamped images:
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e t=0s, HDV behind test vehicle: The high-pressure field forward of the HDV
increases the base pressure of the test vehicle, leading to ACF® lower than 1,
and displaces the airflow laterally causing an effective yaw angle for the
vehicle, resulting in the positive ACy"® values.

e t =14 s, HDV approximately nose-to-nose with test vehicle: As the HDV
begins to overtake the test vehicle, the combined blockage of the two-body
system reduces the base pressure, increasing ACIf B and the flow-displacement

effect of the HDV causes stronger local yaw angles, further increasing ACS"~.

e 1t =35s, test vehicle approximately nose-to-tail with the HDV: Localized
blockage interactions between the vehicles generate reduced pressure over the
front of the test vehicle, causing a decrease in ACL?, and concentrated more

strongly on the left side, causing the change to negative AC“R.

e =45 s: test vehicle behind HDV after it completes a lane change: Wake
effects are introduced, lowering ACTI’D7 B and the lateral shear during the HDV-

lane-change process is suspected to be the cause of the increasingly-negative
ACFLR
p

These individual ACp states may be interpreted differently if examined in isolation.
For example, t =0 s and 35 s states may be interpreted as wake-effect states with cross
winds. However, the temporal transition between states provides additional context
to the aerodynamic state of the vehicle, which is where transition-network concepts
are expected to be beneficial for automated-vehicle control strategies.

5 Conclusions

This paper presented preliminary work towards a general concept for estimating the
on-road aerodynamic state of a road vehicle, with anticipated uses for vehicle-
automation technologies. On-road measurements were presented for three specific
scenarios in relatively-low wind conditions, representing an isolated vehicle,
following in the wakes of LDVs and HDVs, and being overtaken by an HDV. The
measurements highlight that a combination of multiple metrics will be necessary to
infer adequately the aerodynamic state of a vehicle. Complex conditions and varied
positions of other vehicles in traffic highlight the need to track temporal changes in
states, for which the use of transition networks will be applied to understand better,
and to predict, acrodynamic states.
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Abstract:

This study evaluates the necessity of a turbulence generating system for
assessing aerodynamic performance in natural wind environments.
Various vehicle types were tested to classify the drag coefficient under
turbulent flow into Quasi-steady and Unsteady components. The study
revealed the limitations of current static pressure gradient correction
methods and highlighted the potential for aerodynamic optimization
through Quasi-steady weighting. The findings confirm that improving
Quasi-steady components can reduce unsteady components, contributing
to better aerodynamic performance in natural wind conditions.
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1 Introduction

In order to mitigate global warming, permitted CO2 emissions are being reduced in
countries around the world. As a result, electric vehicles (BEVs), which do not emit
CO2 while driving, are expected to become more widespread. BEVs are more energy-
efficient than internal combustion engine vehicles, and most of the energy loss during
driving is due to aerodynamic drag on highways. Therefore, reducing aerodynamic
drag contributes to extending the range of electric vehicles [1].

Currently, the range and fuel efficiency on the label are calculated from road loads in
mode drive cycles such as Worldwide-harmonized Light vehicles Test Cycle (WLTC)
and The Environmental Protection Agency (EPA) drive cycles, which measure
acrodynamic drag in a flow with an angle of attack of 0 degrees and very low
turbulence intensity [2,3]. The road loads used for fuel efficiency dynamometer tests
are measured by coasting down under ambient conditions with low wind or calculated
by wind tunnel methods as in WLTC [4]. Consequently, in the aerodynamic
development of vehicles, aerodynamic specifications are optimized under a flow with
an angle of attack of 0 degrees and low turbulence in the wind tunnel. The road loads
submitted for certification do not include the effects of natural wind because they
assume no wind conditions [4]. Therefore, the difference between the drag coefficient
(Cp) in the wind tunnel and the Cp with some turbulence due to natural wind may be
one of the factors that cause the discrepancy between the label fuel economy and the
actual fuel economy.

The characteristics of natural wind encountered by vehicles on public roads have
much higher turbulence intensity and yaw angles larger than 0° compared to those in
a wind tunnel [5,6,7,8,9,10]. To investigate the effect of turbulence on aerodynamic
performance, several studies have been conducted to simulate turbulence using
improved wind tunnel facilities, suggesting that turbulence increases aerodynamic
drag in the real world [11,12]. The driving energy calculated from the aerodynamic
Cp predicted from measured wind conditions was compared with the fuel
consumption and the effect of natural wind on the fuel consumption was verified[13].
On the other hand, different vehicle models have different differences between the
drag measured in turbulence and the weighted average drag value calculated by
weighting the steady-state yaw sweep of Cp and the yaw angle probability
distributions [14]. However, no studies have reported on the relationship and
correlation between weighted-average drag and drag measured in turbulent flows.

The objective of this study is to determine whether a turbulence generating system
(TGS) is necessary to evaluate aerodynamic performance in a natural wind
environment. To the objective, several body types of vehicles were measured to
classify Cp under turbulence flow conditions into Quasi-steady and Unsteady
components and focused on the correlation between the Quasi-steady and Unsteady
components. In the process, it was clarified the limitations of the current static
pressure gradient correction method and also found it possible in proceeding with
aerodynamic optimization with Quasi-steady weighting.
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2 Evaluation definition

2.1 Natural Wind Parameters

Natural wind parameters are generally expressed as turbulence parameters, namely
turbulence intensity (TIl) and vortex scale length (TL). Tl is expressed as the standard
deviation of each velocity component relative to the mean velocity. Meanwhile,
vortex scale length is expressed as the product of the inverse of the representative
vortex frequency and the mean velocity as shown in Figure 1. These values change
due to the influence of natural convection, the road environment, and surrounding
vehicles, and various values are measured depending on the location. The wind has
three components, u,v,w thus there are three TI, Tlu, Tlv, Tlw. However, from the
Aerodynamic Drag points of view, TIv is the domain parameter [11] and hereafter,
The discussion focus on Tlv.

_ Standard deviation

OTI [%]

Mean Velocity

@TL[m] = Representative Vortex length [m]
= 1/Representative Vortex frequency(s]
X Mean Velocity[m/s]

TL

Long \'6 \'6 \'6
Short OO0~ 0

Figure 1 : Natural wind parameters [5]

Mean velocity

In places with many structures and surrounding vehicles, turbulence intensity tends to
be high and vortex scale length tends to be short. For example, on the highway road
in the city. Conversely, in flat or open areas with few surrounding vehicles, turbulence
intensity tends to be low and vortex scale length tends to be long. Past research has
reported that turbulence intensity on roads is on the order of a few percent, and vortex
scale length is often less than 10m. For example, on the smooth terrain [5].
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2.2 Definition of Turbulence CD

It is assumed that the turbulent Cp can be divided into a Quasi-steady component
and an Unsteady component. As shown in Figure 2, the Cp obtained from a turbulence
flow with turbulence intensity and vortex scale length is defined as the turbulent Cp.
The Quasi-steady component is the difference between Cp measured under low
turbulence with Yaw Odegree and Cp calculated by weighting the steady state Yaw
sweep of the Cp by the Yaw probability distributions of the turbulence flow, weighted
Cp. It is calculated by multiplying the frequency of each angle by the Cp of that angle
over all angles. The Unsteady component is the difference between the weighted Cp
and the turbulent Cp. In other words, the delta Cp component that cannot be explained
by the Quasi-steady component is defined as the Unsteady component. Hereafter,
delta Cp is expressed as dCp.

It is considered that the Quasi-steady component mainly depends on the turbulence
intensity, while the Unsteady component depends on the vortex scale length.

Turbulence intensity is defined as the ratio of the standard deviation to the mean
velocity. If the turbulence is isotropic, each velocity component is likely to have a
normal distribution, and the standard deviation is equivalent to the Yaw probability
distribution.

The weighted Cp that is the basis of the Quasi-steady component is calculated from
the Quasi-steady state Yaw sweep of Cp and the Yaw probability distribution. The
Quasi-steady component is determined by the turbulence intensity, which is the
standard deviation.

Therefore, it can be said that the Unsteady component is caused by the vortex scale
length, which is a parameter other than the turbulence intensity. Hereafter, Cp 0.001
is expressed as 1ct.

In order to evaluate the Unsteady components that cannot be explained by the Quasi-
steady components, it is necessary to measure the turbulent Cp under turbulent
conditions in a wind tunnel that can generate turbulence, and compare it with the
weighted Cp under the turbulent conditions, that is, the Yaw probability distribution
under the turbulent conditions and the Cp Yaw sweep integration under steady input.
To do this, evaluation in a wind tunnel with a turbulence generator system is required,
for example, FKFS side wind generator (FKFS swing) [15].
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Figure 2 : Definition of Turbulence and Weighted Cp components

2.3 Static pressure gradient change and correction when using Turbulence
Generation System

Generally, when the static pressure is different between the front and the end of the
test vehicle, it is applied the correction for measured Cp in a wind tunnel to evaluate
it without the effect from the horizontal buoyancy.

Figure 3 shows the static pressure gradient under several swing mode in FKFS scale
wind tunnel. As Figure 3 shown, When the swing operates, the static pressure gradient
in the X direction is changed by the movement of the turbulence generator, because
the kinetic energy of the fluid added by the flap is converted into pressure for the
mainstream velocity to be a constant value in the collector. Therefore, the change in
the static pressure gradient becomes greater as the kinetic energy input into the
mainstream becomes greater, for example, the higher the frequency with the flap
operating of the same angle, the static pressure increases more near the corrector.
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In this study, FKFS side wind generator (FKFS swing) [14] consisting of flaps with a
constant section shape in the Z direction is used. Even so, since the static pressure
gradient differs depending on the turbulence mode as shown in Figure 3, it is
necessary to measure the static pressure gradient and correct the impact on Cp for
each turbulence condition.

—O—Empty -+0O--6deg Sin0.5Hz -=<0--6deg SinSHz —A—6deg Sinl0Hz
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Nozzle < X [mm)] » Collector

Figure 3 : Static pressure gradient at each swing mode
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3 Methodology

3.1 Test vehicles

Three different body type vehicles, sedan, hatchback, and SUV were chosen to
represent the flow structure from aerodynamic points of view. Sedan and hatchback
have three aero options by combination of aerodynamic components to change the
yaw characteristics. Figure 4 shows the Cp yaw sweep on these test vehicles with
options. The absolute Cp and yaw trend are different from each other.

Co
0.370
0.360 SUV
0.350
0.340 - } Hatchback
0.330
0.320
Sedan

0.310

—O—Sedan Op.1
0.300

-+O--- Sedan Op.2
0-290 - ® - Sedan Op.3

0.280 —{— Hatchback Op.1

0.270 ---0--- Hatchback Op.2

0.260 - B - Hatchback Op.3
0 2 4 6 8 10

Yaw angle[deg] SUV

Figure 4 : Cp yaw sweep on these test vehicles with options

3.2 FKFS swing mode

In order to simulate as it is and simplify the natural wind condition measured on
Japanese highway [11], 16 different modes were used to evaluate the relationship
between Quasi-steady component and Unsteady component.

Two random modes are used to simulate the natural wind as it is in Japanese highway,
which modes have Tlv 2.6%, TLv 3m and TIv 2.2%, TLv 2m respectively. And Sin
signal with flap angle 3 and 6 degrees from 0.4Hz to 1Hz. The flap angles were
determined based on measurements, from 1o at 3 degrees to 3¢ at 6 degrees. The
frequency range was also adjusted to the vortex scale length on the road. 0.4-1Hz
corresponds to a vortex scale length of 5-13m, covering the range in which it mainly
occurs in measured data.
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4 Result

4.1 The relationship between Quasi-steady component and Unsteady
component with static pressure gradient correction.

Figure 5 shows the relationship between Quasi-steady component and Unsteady
component. These results were corrected for the effect of horizontal buoyancy caused
by static pressure gradient. Although Two-measurement correction method was
reported, here the simple correction method, which is calculated from the static
pressure difference between the front and rear of the test vehicle as shown in Figure
4, is used. The correlation between the Quasi-steady and Unsteady components seems
to be low and there seems to be little physical relationship between them. That means
it is impossible to predict the Unsteady component impact from the Quasi-steady
component.
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’ """ Q.. OSedan Op.2
y = 0.0863x ® Scdan Op.3
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Unsteady dCp
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0.000 0.005 0.010 0.015 0.020

Quasi-steady dCp
Figure 5 : The relationship between Quasi-steady component and Unsteady
component measured at FKFS FSWT
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4.2 Test results at Honda scale wind tunnel with Turbulence Generation
System

4.2.1. Turbulence Generation System at Honda scale wind tunnel

In order to investigate the cause of Unsteady component, Honda installed Turbulence
Generation System similar to FKFS swing to Honda scale wind tunnel as shown in
Figure 6. Honda scale wind tunnel is designed to use 25% scale model with 5 belt
rolling road system. The nozzle size is 2.3m width and 1.3 m height, and the test
section length is 4.8m. The corrector size is 3.5m width and 1.9m height.

The turbulence generation system is installed at the exit of the nozzle and totally 12
flaps are installed inside the nozzle. The flap section keeps the constant section shape
through the Z directions. Each flap is controlled by the motor mounted at the top of
the nozzle individually. Therefore, as system, not only sin wave, but also random
wave can be generated. Also, each flap can be operated individually. The flap is made
of Carbon Fiber and designed the eigenfrequency over 20Hz. The weight is controlled
within 2.5kg at each flap.

Maximum target averaged wind speed is limited up to 160kph. This is because the
flow speed changes within 20km/h around the average wind speed, and depending on
the time, the maximum wind speed approaches 190kph, which is the limit of the fan
motor power. This system can generate not only v-component fluctuations, but also
u-component fluctuations by changing the nozzle exit area using the two outer flaps
at each. Maximum excitation frequency by this system is designed up to 10Hz and
maximum flap angle is designed up to 12degrees.
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The enough test section length and corrector size can achieve the flat static pressure
gradient within Cp 0.002 from -800mm to +800mm in the X direction on the
centreline at 250mm height from the ground at the balance centre as shown in Figure
7. The static pressure gradient in the Honda scale wind tunnel has been scaled up to
full scale and aligned with the model.

1.3m

v —
Figure 6 : Turbulence Generation System at Honda Scale Wind Tunnel
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Figure 7 : Static pressure gradient comparison
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4.2.2. Effect of static pressure gradient under TGS mode at each wind
tunnel

Figure 8 shows the static pressure gradient results for the Honda scale wind tunnel,
the FKFS scale wind tunnel, and the full-scale wind tunnel with swing/TGS OFF and
in a certain TGS mode (TIv6%, TLv10m). It shows that the static pressure gradient in
FKFS WT decreases on the nozzle side and increases on the collector side when TGS
is ON. On the other hand, in the Honda scale wind tunnel, the change in the static
pressure gradient due to TGS operating is small.
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Figure 8 : Static pressure gradient under swing/TGS operating mode

Figure 9 shows the value of the static pressure gradient correction with various TIv
differences at each wind tunnel. TLv is about 1-2m. The horizontal axis shows Tlv,
and the vertical axis shows the static pressure gradient correction value. The static
pressure gradient correction here is the static pressure difference at the front and rear
positions of the vehicle.
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Figure 9 : The static pressure gradient correction on test vehicle Sedan through TIv
differences
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It can be seen that the static pressure gradient correction changes significantly
depending on TIv in both the FKFS scale wind tunnel and the full scale wind tunnel.
In addition, the tendency for the increase in TIv is opposite for scale wind tunnel and
full scale wind tunnel. On the other hand, the static pressure gradient correction value
of the Honda scale wind tunnel is almost constant regardless of the change in Tlv, and
the correction value is small at 1-3ct, which shows that the effect of the static pressure
gradient due to TGS operation is small regardless of Tlv. Although it is not possible
to provide a physical basis for this difference, a hypothesis can be stated based on
circumstantial evidence of the dimensions.

Table 1 shows a comparison of dimensions between the FKFS Full scale wind tunnel
and scale wind tunnel, and the Honda scale wind tunnel. The scale wind tunnel
dimensions are converted to full-scale dimension. It can be seen that the nozzle size,
test section length, and collector size of the Honda scale wind tunnel are more than
50% larger than those of the FKFS. As mentioned earlier, the kinetic energy added by
the TGS leads to an increase in pressure in the collector, so if the collector size is large
and the distance to the model is long, there is less pressure propagation, and so it can
be inferred from the comparison of dimensions that operating the TGS in the Honda
scale wind tunnel has less impact on the static pressure gradient.

Table 1 : Comparison of dimensions between the FKFS Full scale wind tunnel and
scale wind tunnel, and the Honda scale wind tunnel

Dimensions FRES Honda
SWT FSWT SWT
Nozzle width(m) 6.3 5.8 9.2
Nozzle Height(m) 4.2 3.9 52
Nozzle Area(ny) 26.5 22.4 47.8
Nozzle to tunr table center(m) 4.7 4.6 8.8
Turn table center to Collector(m) 5.6 5.4 9.2
Test section(m) 10.3 10.0 19.2
Collector Area(m’) 31.2 26.9 106.4
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4.3 Relationship between Quasi-steady and Unsteady component

It is compared that the results measured in Honda scale wind tunnel and that in FKFS
scale wind tunnel with and without static pressure gradient correction. The turbulence
intensity conditions by TGS were set to be similar range for Honda scale wind tunnel
and FKFS scale wind tunnel. And the turbulence scale length was about 2m for both.
The wind speeds are 180kph for FKFS and 160kph for Honda. These data were
measured by exactly the same Sendan model.
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Figure 10 : The relationship between Tlv and Cp with and without static pressure
gradient correction
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Figure 10 shows the relationship between Tlv and Cp with and without static pressure
gradient correction. Regardless of whether or not static pressure gradient correction is
applied, Cp tends to increase as TIv increases. Also, the static pressure gradient
correction is small due to the Tlv difference in the Honda scale wind tunnel, so the
slope is almost the same with and without correction. On the other hand, The FKFS
scale wind tunnel results show that the increase in Cp versus TIv and the slope are
different depending on whether or not correction is applied. Figure 11 shows the
relationship between Tlv and the Quasi-steady component with and without static
pressure gradient correction. Honda scale wind tunnel results shows that the changes
in the Quasi-steady component on TIv with and without correction are almost the
same that they overlap. The FKFS scale wind tunnel results show the offset, but the
changes in the influence of the Quasi-steady component on Tlv follow the same trend.
The Quasi-steady component is determined by the Yaw frequency (TIv), so the trend
shall be the same. The offset is determined by the static pressure gradient correction
value.
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Figure 11 : The relationship between Tlv and the Quasi-steady component with and
without static pressure gradient correction
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Figure 12 shows the relationship between Tlv and Unsteady component with and
without static pressure gradient correction. Honda scale wind tunnel results shows that
the changes in the Unsteady component on TIv with and without correction are almost
the same that they overlap. Because the correction value remains almost the same in
the Honda wind tunnel. And also, the influence of the Unsteady component increasing
in the negative direction as TIv increases. FKFS scale wind tunnel results show that
the tendency of the Unsteady component is clearly different with and without the static
pressure gradient correction value. With static pressure gradient correction, it
becomes almost constant, but without static pressure gradient correction, the negative
effect of the Unsteady component becomes larger as the Tlv increases like with Honda.
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Figure 12 : The relationship between Tlv and Unsteady component with and without
static pressure gradient correction
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Finally, Figure 13 shows the relationship between the Quasi-steady component and
the Unsteady component. Regardless of whether a static pressure gradient correction
is applied or not, Honda scale wind tunnel results show that as the Quasi-steady
component decreases, the Unsteady component approaches zero. On the other hand,
for the FKFS results, the results without static pressure gradient correction show that
as the Quasi-steady component decreases, the Unsteady component approaches zero
like the Honda scale wind tunnel results. From this, although it cannot be explained
from a physical phenomenon, it is possible that the static pressure gradient correction
in FKFS is not working as theoretically expected. The static pressure gradient was
measured using a pitot probe while the TGS was in operation, with a measurement
time of 60 seconds for each measurement point, but it is possible that the actual static
pressure gradient was not captured correctly.
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Figure 13 : The relationship between the Quasi-steady component and the Unsteady
component
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Assuming that static pressure gradient correction is not working properly with TGS
ON, Figure 14 shows again the relationship between the Quasi-steady and Unsteady
components for different vehicle types and models in the FKFS full scale wind tunnel
without static pressure gradient correction. Without applying the static pressure
gradient correction, it seems to be a linear relationship between the effects of the
Quasi-steady and steady components. And also, it can be seen that as the Quasi-steady
component becomes smaller, the Unsteady component also becomes smaller. In terms
of general understanding of the phenomenon, it is natural to think that the less yaw
sensitivity there is and the less likely separation will occur due to yaw changes, in
other words, the smaller the influence of the Quasi-steady component, the less likely
Unsteady separation phenomena will occur.
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Figure 14 : The relationship between the Quasi-steady and Unsteady components in
the FKFS full scale wind tunnel without static pressure gradient correction

In order to investigate where the Quasi-steady and Unsteady components appear in
the flow around the vehicle, it was measured that the total pressure distribution in the
WAKE behind the vehicle in the Honda model wind tunnel and identified the areas
where the effects of each were apparent. The methodology how to isolate the Quasi-
steady and Unsteady component from total pressure distribution is the same way of
thinking as weighed Cp and Turbulence Cp. The measurements were conducted under
the turbulence and steady flow at each yaw angle rotated by Turn table of the balance.
Then Quasi-steady component of total pressure distribution is calculated from total
pressure distribution in the WAKE behind the vehicle at each yaw angle and the yaw
probability of the turbulence mode. Then, the Unsteady component is calculated by
subtracting the Quasi-steady component from the pressure distribution under turbulent
flow. The position of the total pressure measurement probe was calculated and
adjusted to match the change in position of the model due to rotation on the turntable
so that the position of the probe would be the same relative to the model.
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Figure 15 shows the relationship between Quasi-steady component(dCp) and
Unsteady component(dCp) of three test models measured at Honda scale wind tunnel
under TIv 5% and TLv 1.5m. Two test models are different sedan with several aero
options and One Hatchback model with several aero options. Similar to the results
shown in Figure 14, there is a correlation between a reduction in the Quasi-steady
component and a reduction of the Unsteady component. Op.1 and Op.2 were picked
up to measure the total pressure in WAKE behind the vehicle in order to clarify the
difference of both from the same vehicle model. Both Options are the same hatchback
model, but with the different aerodynamic parts. Figure 16 shows Cp Yaw sweep on
both options and the increase in Cp with increasing yaw angle in Op.2 is suppressed
compared to Op.1. Therefore, in these test configurations Op.1 delta turbulence Cp is
+6¢t, Op.2 delta turbulence Cp is -1ct at each and there is clear difference between of
both under turbulence.
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Figure 15 : The relationship between Quasi-steady component and Unsteady
component of three test models measured at Honda scale wind tunnel.
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Figure 16 : Cp Yaw sweep on both options
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Figure 17 : the Quasi-steady component and the Unsteady component of total
pressure in WAKE behind each option.

Figure 17 show the Quasi-steady component and the Unsteady component of total
pressure in WAKE behind each option. At first, it is compared that the total pressures
for the two options in turbulent. The result of Op.2, which is lower turbulence Cp than
Op.1, the total pressure beside the vehicle is higher than that of Op.1. Next, it is
compared that the Quasi-steady component of total pressures for the two options. Op.2
has not only lower Cp in turbulence, but also lower Quasi-steady Cp component than
that of Op.1. The difference appears the Quasi-steady component of Cp total pressures
beside the vehicle. This means that there is less separation of the Rear tire WAKE or
side of Rear Bumper. On the other hand, Unsteady component of Cp at Op.1 works to
reduce Cp 12ct and that at Cp at Op.2 works to reduce Cp 3ct. Therefore, the Unsteady
component of total pressure of Op.2 is relatively lower than that of Op.1. According
to this way of thinking, the Unsteady component of total pressure of Op.2 shows the
lower total pressure. In specially, the difference beside the tire comes from Fr tire
wake and it is predicted that the Fr tire separation point is different from both of
options. The difference between both options is the Front strake, which acts to redirect
the flow to the Front tire, thus affecting the separation location of the Front tire, thus
matching the flow description.
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These results suggest that reducing the Quasi-steady component also reduces the
Unsteady component. In other words, in aerodynamic performance development that
takes natural wind into account, improving the Yaw sensitivity of the Cp measured by
the turn table sweep can also reduce the Unsteady component.

5 Conclusions

The static pressure gradient correction under TGS operating may not be appropriate,
and it might not be necessary to apply it for Cp.

In order to reduce the effects of static pressure gradients that occur on the test vehicle
due to various causes, it is best to make the length of the test section of the wind tunnel
as long as possible, in line with the trend in state-of-the-art wind tunnels.

Improving the yaw sensitivity, Quasi-steady component, reduces Unsteady
component.

6 Future work and limitations

This study suggested that reducing the Quasi-steady component also reduces the
Unsteady component and improving the Yaw sensitivity of the Cp measured by the
turn table sweep can also reduce the Unsteady component. However, there is a
discrepancy between the scale wind tunnel results and the full scale wind tunnel
results. The sign of the Unsteady component is opposite between the results in the
scale wind tunnel and that in the full scale wind tunnel. The Unsteady component is
negative in the scale wind tunnel, that is, it works in the direction of reducing Cp,
whereas in the full scale wind tunnel it is positive, that is, it works in the direction of
increasing Cp. The reason for this will be considered in the next study. On the other
hand, the results of this study are focused on Cp effect from turbulence, and it is
possible that TGS may be effective in terms of wind noise and stability.

7 Nomenclature and Abbreviations

WLTC Worldwide-harmonized Light vehicles Test Cycle
EPA The Environmental Protection Agency

Co the Drag Coefficient

TGS Turbulence Generating System

Tl Turbulence Intensity

TL Vortex scale length
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FKFS swing FKFS side wind generator

CFD Computational Fluid Dynamics
FSWT Full Scale Wind Tunnel
SWT Scale Wind Tunnel
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Abstract: Aeroacoustics have become increasingly important as they
significantly determine comfort in passenger compartments.

Electric vehicles typically feature an underbody designed to minimize
drag. The aerodynamic design also contributes to a reduction in acoustic
interference. However, low frequency pressure fluctuations with
significant amplitudes in the range of 30 Hz have been observed as a result
of the optimization. Time-resolved Particle Image Velocimetry (PIV)
measurements in the flow field beneath the car already showed periodical
structures around the dominant frequency.

The aim of this study is to show the correlation between flow
characteristics and low-frequency pressure fluctuations in the interior. A
mobile measurement system was established to simultaneously acquire
acoustic data and velocity fluctuations near the underbody using hot-wire
anemometry. Direct online processing of both data streams enables a
precise quantification of the mathematical correlation between acoustic
and aerodynamic signals. Relevant flow phenomena were detected
beneath the vehicle by pointwise traversing the hot-wire probe.
Additionally, visualizations of the wall shear pattern along the underbody
showed a strong correlation with measured results and provided further
insights into the underlying flow physics.

It is demonstrated that a combined application of quantitative and
qualitative experimental techniques, as well as simulations, provides a
deeper insight into the underlying mechanisms, thereby enhancing the
understanding of the complex flow field. Finally, this approach facilitated
the development of countermeasures in the early stages of development,
reducing the need for unplanned optimization loops.
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1 Introduction

Customers' expectations of the driving experience in the interior of a vehicle are
becoming increasingly important. Battery electric vehicles (BEVs) generate almost
no drive noise and there are no combustion masking effects either. As a result, flow
noise becomes relevant at lower speeds. [1] Due to the absence of an exhaust system
and advantages regarding drag coefficients, BEVs typically have a very streamlined
underbody. This underbody shape is generally characterized by a low acoustic
disturbance potential. However, low-frequency pulsations in the frequency range
below 20 Hz have been observed in certain prototypes of battery electric vehicles.
These strong pressure fluctuations excite the vehicle's interior through the air path of
the ventilation exits in the rear area. As a result, uncomfortable pressure fluctuations
occur in the vehicle interior, leading to a reduction in passenger comfort. In this study,
this phenomenon is referred to as “underbody buffeting.”

Previous investigations have shown that the flow phenomenon is very sensitive to
geometric modifications on the vehicle’s underbody. However, even small
modifications can influence not only the aeroacoustics but also the aerodynamics of
the vehicle. [2, 3, 4]

In [2], Weber identified high-energy separations at the front wheel spoilers and at the
front wheels as the cause of the high-pressure fluctuations in the rear area of the
vehicle. The underbody buffeting can be generated at a generic car reference model.
This was demonstrated in [4], where investigations were conducted both in CFD-
simulations and in the wind tunnel. In order to identify the exact formation mechanism
of the underbody buffeting, time-resolved Particle Image Velocimetry (PIV)
measurements were carried out in the model wind tunnel of the Research Institute for
Automotive Engineering and Powertrain Systems Stuttgart (FKFS). [5]

In addition to analysing the mean and instantaneous velocity, the velocity fluctuations
were subsequently investigated. The 2-method was employed for the identification
and visualization of vortices. [6] The Spectral Proper Orthogonal Decomposition
(SPOD) method was applied to identify coherent structures. [7]

The dominant frequency that can be perceived in the interior could be detected by PIV
measurements in the flow. [5] This paper presents supplementary hot-wire and
microphone measurements as well as visualizations that offer deeper insight into the
fundamental mechanism primarily responsible for underbody buffeting. It will be
demonstrated that combining the strengths of these various quantitative and
qualitative techniques yields results unattainable by applying any single method alone.
A transient measurement system is being developed to detect acoustically relevant
flow structures, utilizing real-time online evaluation. Through signal correlation, the
system aims to establish a direct relationship between measured flow fluctuations and
their effects on acoustics. The measurement system is intended to be relatively cost-
effective, quick, and mobile. The critical areas identified through hot-wire and
microphone coherence will subsequently be compared with the flow structures using
flow visualization techniques. Finally, the findings from the investigations will be
utilized to develop appropriate countermeasures.
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2 Method

All investigations in this study were carried out in the model wind tunnel of the FKFS.
The measurements were performed using a generic vehicle reference model based on
the SAE-Body defined by the SAE committee, scaled at 1:4 [8]. This setup enables
the isolation of flow phenomena by eliminating additional aeroacoustics noise sources
and related interference effects. Unlike the original model with a smooth underbody,
the current model includes wheel arches and wheels. Moreover, various wheel spoilers
and add-on components can be attached to the vehicle’s underbody. Figure 1 shows
the model in the wind tunnel.

Figure 1: Geometry of the SAE-Body with wheels and wheel spoilers

It has been demonstrated that applying PIV enables the detection of flow structures
associated with low-frequency phenomena within the flow field [5]. While PIV
provides valuable imaging data, its setup and data postprocessing require a
comparatively high time investment. Consequently, the relationship between velocity
fluctuations and their acoustic feedback is not immediately accessible during the
measurements.

To reduce measurement time and improve efficiency during the development of
countermeasures in such measurement campaigns, a new measurement system has
been set up. The schematic setup of this system is shown in Figure 2. It allows for the
simultaneous acquisition of time-resolved signals with one microphone, two pressure
transducers, and a single hot-wire probe. Additionally, a traverse system can be
connected to acquire time series of pressure or velocity automatically within the flow
field.

Figure 2: Schematic setup of the measurement system with hot-wire and microphone
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A custom-developed software enables real-time processing of signals acquired from
a continuous data stream. Frequency spectra and the coherence between two selected
signals are computed and displayed immediately. The coherence function, calculated
as described in [9], quantifies the correlation between two signals across different
frequencies. In other words, it indicates the strength of the connection or any linear
dependency between the signals in the frequency domain. This system allows for
scanning of the flow field to identify regions where velocity fluctuations correlate
strongly with acoustic frequencies, thereby pinpointing flow areas with coherent
structures directly related to aeroacoustics phenomena. In the present study, signals
from the microphone and hot-wire probe were analysed to precisely quantify the
mathematical correlation between acoustic and aerodynamic phenomena while
moving the hot-wire probe beneath the car model along the y-axis. The microphone
was positioned inside the model, specifically within the passenger compartment. For
direct comparison with PIV measurements [5], the z-position of the hot-wire probe
was selected to match the height of the PIV light sheet.

Another classical method applied is the kerosene soot technique, which is used to
visualize the direction of wall shear stress. In contrast to the traditional approach, a
mixture of paraffin oil and coloured particles was employed. The components of this
mixture were selected so that its viscosity, combined with the wall shear stress,
permits a certain movement of the liquid, thereby revealing the resulting flow
structures. The substance was applied to the underside of the SAE-Body, and the
model was subjected to the same flow conditions as during the PIV and aeroacoustics
measurements. While the direction of the shear stress indicates the orientation of the
wall streamlines, the concentration of the liquid after the experiments serves as an
indicator of the wall shear of the flow velocity.

3 Results

In this chapter, the results of three different configurations are presented. Figure 3
shows the frequency spectra of the considered variants. These spectra were derived
from pressure fluctuations measured with surface microphones positioned in the rear
area of the vehicle’s underbody. The configuration with_WS features wheel spoilers
in front of the wheels. The dominant peak around 90 Hz in the frequency spectrum
clearly indicates a strong occurrence of underbody buffeting. In the configuration
without wheel spoilers (without_WS), the wheel spoilers were removed, and
underbody buffeting does not occur. For the configuration with_VG, a forward-facing
vortex generator was installed at the inner edge of the wheel spoiler, which
significantly reduces underbody buffeting.
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Figure 3: Frequency spectra of configurations with_ WS (with front wheel spoiler),
with_VG (with vortex generator) and without_ WS (without front wheel spoiler)
measured with a microphone in the diffusor area of the vehicle

3.1 Configuration with wheel spoiler

In the following, the configuration with front wheel spoilers with_WS, where
underbody buffeting occurs, will be discussed.

Previous studies using PIV measurements have provided detailed insights into the
underlying flow. In this context, SPOD analysis was employed to identify coherent
structures within the flow. Figure 4 presents the SPOD spectrum and the first SPOD
mode at 78 Hz.

Figure 4: a) SPOD spectra and b) first SPOD mode of configuration with_WS
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The investigation reveals that the coherent structures primarily originate at the inner
edge of the wheel spoiler. Furthermore, it is evident that fluctuations in flow
parameters occur within the shear layer behind the wake of the wheel spoiler.

Hot-wire measurements were performed at selected positions along the x-direction
(wind direction) to capture velocity fluctuations beneath the model. The hot-wire
probe was traversed along the y-direction. Figure 5 shows profiles of the mean
velocity and standard deviation derived from the hot-wire signals across the vehicle
width in the y-direction for all three configurations. In this section, configuration
with_WS (red lines) is considered. The shear layer is located within the range of
- 100 mm <y < - 60 mm, indicated by the strong velocity gradient. A high standard
deviation level indicates significant flow fluctuations, with the maximum standard
deviation occurring at approximately y =~ -100 mm, as shown in Figure 5b).

Figure 5: a) Mean velocity and b) standard deviation of measured velocity profiles
across the vehicle width of configurations with_ WS, without_WS and with_VG

Shear layers are regions characterized by a strong velocity gradient between two fluid
layers. They exhibit high instability with significant disturbance growth, resulting in
pronounced velocity fluctuations. Figure 6a) shows the 1/3 octave sound pressure
level frequency spectra. The solid lines represent the measurement from the
microphone inside the vehicle cabin, while the dashed lines correspond to the hot-
wire signal at y = -80 mm within the shear layer. Although expressing velocities in
decibels is not strictly physically accurate, we use this approach to enable a direct
comparison with acoustic quantities. The coherence functions between these two
signals are presented in Figure 6b).

For configuration with_ WS in the region of strong disturbance growth, prior to
saturation, the fluctuations are confined to a dominant frequency range (here
55 Hz < f <110 Hz). As shown in Figure 6b), the coherence between the hot-wire and
microphone signals exhibits a pronounced peak within this frequency range,
corresponding to the underbody buffeting. This peak indicates a strong correlation
between the velocity fluctuations within the shear layer beneath the model and the
acoustic phenomena measured in the passenger compartment. These findings suggest
that the flow structures developing in this shear layer are acoustically significant.
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Figure 6: a) 1/3 octave sound pressure level frequency spectra and b) coherence
function between hot-wire signal and microphone at y = - 80 mm of configurations
with_WS, without_WS and with_VG

Figure 7 illustrates the distributions of the maximum sound pressure levels and
coherence along the y-direction for the dominant frequency band associated with
underbody buffeting (55 Hz < f < 110 Hz). It is important to note that high coherence
does not necessarily correspond to large velocity fluctuation amplitudes, as coherence
is derived from the cross-correlation function normalized by the autocorrelation
functions of the two signals [9]. Rather, high coherence indicates a strong linear
relationship between the two signals. This is evident when comparing Figures 7a) and
7b) of configuration with_WS. While coherence reaches its maximum in the fast main
flow between the wheel spoilers, velocity fluctuations peak within the shear layer and
decrease slightly towards the centre region. Figure 7b) further reveals a pronounced
increase in coherence along the y-direction within the shear layer region, associated
with dominant disturbance modes in the considered frequency range. These results
highlight the crucial role of the shear layer in the development of buffeting.
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Figure 7: a) Maximum sound pressure levels and b) coherence functions for
frequency range 55 Hz < f <110 Hz across the vehicle width of configurations
with_WS, without_WS and with_VG

3.2 Configuration without wheel spoiler

This section discusses the configuration without wheel spoilers (without_WS), where
no underbody buffeting occurs. The curves for this configuration are shown in blue in
the diagrams.

First, the mean velocity profiles and standard deviation profiles of configurations
with_WS and without_WS are compared (Figure 5). The position of the front wheel is
indicated in the diagram between -200 mm <y <-150 mm. Downstream of the wheel,
in the wake region, the flow velocity is significantly reduced in both cases, while
between the wheels, the flow velocity approximately matches the free-stream
velocity. Although both configurations exhibit a shear layer, buffeting occurs only in
the with_WS case, as will be demonstrated. The configuration without_WS shows a
strong velocity gradient around y = -150 mm, whereas in the with_WS case, the shear
layer is located further towards the vehicle centre at approximately y = -100 mm. This
shift is due to the wheel spoilers extending further towards the centerline. The
thickness of a shear layer increases with its downstream length; since the hot-wire
probe is positioned relatively close behind the front wheel, the shear layer behind the
configuration without_WS is significantly narrower than that of the configuration
with_WS.
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Next, the 1/3 octave sound pressure level frequency spectra and the coherence
function are examined (Figure 6). Comparing the hot-wire signals reveals that velocity
fluctuations across the depicted frequency range are significantly lower in the
configuration without_WS than in the configuration with_WS. Additionally, the
differences in pressure fluctuations between the two configurations within the
buffeting frequency range are considerably higher compared to other frequency
ranges. Figure 6b) presents the coherence function calculated from the spectra shown
on the left. A broad coherence peak is clearly visible within the buffeting frequency
range of 55 Hz < f < 110 Hz. This peak is absent in the without_ WS case (blue line).
A peak observed in the 10 Hz < f < 25 Hz range is considered irrelevant due to the
low amplitude levels in the signal. These results suggest that, without wheel spoilers,
no acoustically significant flow structures occur in the considered case. When wheel
spoilers are installed, a shear layer is formed where disturbance modes are amplified,
causing underbody buffeting.

The frequency spectrum in Figure 7 clearly shows that velocity fluctuations,
especially in the region between the wheels, are significantly lower for the
configuration without_ WS compared to the configuration with_WS. Similar amplitude
levels in both hot-wire signals are observed only in the wake region of the wheels.
This is because the fluctuating wake exhibits high levels across a wide frequency
range, not limited to the shown bandwidth of 55 Hz < f <110 Hz. Additionally, there
is almost no correlation between the acoustic signals and the flow fluctuations
measured by the hot-wire in the configuration without_WS (blue lines).

With installed wheel spoilers (with_WS, red), the amplitude measured by the
microphone is significantly increased within the shown frequency range. The same
applies to the fluctuations in the underbody flow field between the wheels. In this
case, a strong coherence is observed. These two measurements clearly and
quantitatively demonstrate that underbody buffeting occurs only when wheel spoilers
are installed. The strongest correlations between sound signals measured inside the
model and flow fluctuations beneath the vehicle are found in the region between the
wheels. Disturbance modes within the shear layer separating the wake are strongly
amplified, ultimately causing buffeting.

To gain additional insight into the flow field, the so-called kerosene soot technique
was applied to visualize wall streamlines beneath the model. Figure 8 compares the
flow patterns of the configurations without_ WS and with_WS. Regions with high color
density indicate areas where the oil accumulates due to low wall shear stress, whereas
regions with less colour correspond to high wall shear stress caused by elevated flow
velocities or strong velocity fluctuations resulting from intense turbulence. The shear
layer regions exhibit high wall shear stress due to increased momentum exchange in
the highly turbulent flow.
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The baseline configuration without_ WS (Figure 8a)) exhibits an almost homogeneous
distribution of wall shear stress. In the configuration with wheel spoilers (Figure 8b)),
two streaks of fluid accumulation form around the inner edge of the front wheel
spoilers, separating the centre flow from the shear layer. The wake regions, which also
contain the shear layers caused by the wheel spoilers, are identifiable by brighter areas
where the oil paint has been strongly sheared off due to high skin friction. Within the
shear layer separating the wakes from the mean flow between the wheels, disturbance
modes are amplified, leading to low-frequency buffeting, as demonstrated by the
quantitative measurements presented above. The shear layer position along the y-axis
is further confirmed by the maximum standard deviation shown in Figure 5a).

Figure 8: Wall shear patterns for the configurations a) without_WS and b) with_WS.
Flow goes from left to right.

3.3 Configuration with vortex generator

From an aerodynamic perspective, wheel spoilers are essential components on the
vehicle underbody to optimize the balance between drag and lift. The previous section
demonstrated that wheel spoilers can induce buffeting, which is clearly perceptible in
the passenger compartments of vehicles with flat underbodies (BEVs). The next step
1s to retain the spoilers while eliminating the buffeting.

By applying the various qualitative and quantitative methods presented above, the
mechanism leading to underbody buffeting was identified. The disturbance modes
originate from the shear layer developing around the inner edge of the wheel spoilers.
Based on these findings, the goal was to modify the flow around the spoilers to prevent
the formation of the unstable shear layer. The most straightforward approach is to
generate a moderate vortex that suppresses the formation of an extensive wake (see
Figure 8b)). This was achieved by a delta-shaped vortex generator adapted to the inner
edge of the wheel spoiler. The longitudinal vortex prevents the formation of a large
wake and its shear layer by enhancing momentum exchange along the model’s
underbody. As a result, pressure fluctuations caused by the shear layer are suppressed.
The next section compares hot-wire measurement results and their correlation with
those of the previously presented configurations without_ WS and with_WS.
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First, the mean velocity profiles and standard deviation profiles are considered.
Figure 5 shows that the overall curve pattern for the configuration with_VG (green) is
similar to that of the configuration with_WS (red). However, mean velocities in the
wake region behind the wheel spoiler and wheel area have increased for the
configuration with_VG, approaching values comparable to those in the without WS
case. The similarity between the configurations with_WS and with_VG arises because
the mean values and standard deviations in Figure 5 encompass the entire frequency
spectrum. To distinguish the different flow regimes of the with_ WS and with_VG
cases, it is essential to analyse the amplitude distributions in the frequency domain.
Again, hot-wire results, their correlation with the microphone signal, and flow
visualizations will demonstrate that the wake region behind the wheel spoilers
behaves and appears significantly differently when combined with vortex generators
compared to the original case with only wheel spoilers installed.

Next, the 1/3 octave frequency spectra and the coherence function between the
acoustic and hot-wire signals are analyzed (Figure 6). Within the low-frequency range
shown (0 Hz < f < 500 Hz), the amplitudes of the hot-wire signal are significantly
reduced compared to configuration with_WS. Notably, underbody buffeting is
completely suppressed, with amplitude levels comparable to the case without_ WS and
no buffeting. This suggests that the shear layer has been nearly eliminated, which may
explain why the mean velocities in the wake of the configuration with_VG are
approximately twice as high as those for configuration with_WS, as shown in
Figure 5a).

Figure 5b) shows that in certain regions across the vehicle width, the standard
deviation for configuration with_VG is significantly higher than for the case
without_WS. Figure 6 reveals that these increased fluctuations are broadband,
distributed across the entire frequency spectrum. The cause of the increased
fluctuations is the vortex generator, which enhances momentum exchange. However,
the interior microphone indicates that the relevant pressure fluctuations, especially
within the underbody buffeting frequency range, are nearly as low as in the case
without_WS. Consequently, the vortex generator reduces acoustically relevant
velocity fluctuations and thus pressure fluctuations in the critical low-frequency
range. This observation aligns with the coherence spectrum, where no significant
correlations between velocity and pressure signals are detected across the relevant
low-frequency range.

The hot-wire signal amplitudes in Figure 7 show a reduced level in the area between
the wheels for the case with_VG (green) compared to the buffeting case (with_WS,
red). Similarly, the pressure fluctuations inside the model are reduced to nearly the
levels observed without underbody buffeting (without_ WS, blue). Furthermore, the
low maximum coherence values indicate no correlation between velocity fluctuations
and the acoustic signal, confirming that the vortex generators effectively suppress
underbody buffeting.
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Figure 9 compares the visualized flow patterns for the configurations with_WS and
with_VG. The formation of the unstable shear layer is clearly visible. In the with_VG
case, the shear layer is significantly weakened by the longitudinal vortex generated by
the vortex generator.

Figure 9: Soot visualizations of configuration a) with_WS and b) with_VG. Flow
goes from left to right.

4 Conclusion

This paper investigates the underlying mechanism of the flow phenomenon
“underbody buffeting.” While previous studies employed extensive PIV
measurements, this study utilizes a combined approach of hot-wire anemometry and
microphones, integrated with real-time online evaluation, to demonstrate the direct
relationship between measured flow fluctuations and their acoustic effects. The
findings indicate that a strategic combination of various measurement methods
provides deeper insights into the underlying mechanisms.

The measurements confirm that the disturbance modes, and thus the underbody
buffeting, originate from the shear layer developing around the inner edge of the wheel
spoilers. Subsequently, the measurement system was employed to develop a
countermeasure against the buffeting by adapting a delta-shaped vortex generator to
the inner edge of the wheel spoiler. The results show that this approach effectively
reduces the high-pressure fluctuations. Additionally, the effectiveness and functioning
of the vortex generators were visualized through the kerosene soot technique.
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Abstract: Cabin climate control in battery electric trucks is particularly
challenging due to prolonged occupancy periods and the high energy demand of
HVAC systems, which can significantly reduce driving range. This work
investigates advanced control strategies for cabin thermal management using a
model-in-the-loop simulation environment representative of long-haul
operations. A model predictive controller (MPC) and a reinforcement learning
(RL) framework were developed and benchmarked against a rule-based strategy
over a 22-hour driving cycle for a cabin cooling scenario. The MPC improved
thermal comfort by maintaining temperature, CO, concentration, and humidity
within defined limits, while achieving energy usage comparable to the rule-based
strategy, thereby demonstrating its capability for multi-objective control under
realistic boundary conditions. The initial application of RL as a complementary
data-driven approach indicates that comfort targets can be achieved through a
direct trade-off between energy use and comfort. However, RL must be extended
to true multi-target control to be properly evaluated against the RB approach. In
conclusion, the integration effort of both control strategies was assessed,
providing an understanding of their respective advantages and limitations for
future thermal management applications.

Keywords: Model Predictive Control (MPC), Battery Electric Vehicle (BEV),
Reinforcement Learning (RL), Cabin comfort

1 Introduction

The rapid expansion of electromobility is a cornerstone of Europe’s climate strategy
on the path to carbon neutrality. Policy packages such as the EU Green Deal and “Fit
for 55” aim to accelerate the transition by tightening CO: limits and incentivizing
zero-emission road transport [1]. In Germany, registrations of fully electric trucks
increased from 24,380 in 2020 to 92,312 in 2025 [2], yet they still represent only a
small fraction of the 3.83 million trucks registered overall in 2025 [3]. Despite
growing adoption, there remains a significant gap. Enhancing the real-world
performance and appeal of electric heavy-duty trucks continues to be crucial, as range
limitations remain a key concern for fleet owners [4].
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Figure 1: Number of trucks with alternative drivetrains, Germany (2020 - 2025) [2].

For battery electric vehicles (BEVs), cabin air conditioning is a major auxiliary load
that can reduce usable driving range under real operating conditions. Especially in
cold weather, the absence of powertrain waste heat means the cabin heating demand
must be supplied electrically from the traction battery. This has a significant impact
on the range [5]. In heavy-duty applications such as battery electric trucks, this
challenge is intensified by prolonged cabin occupancy and overnight stays (“hotel
function”), which increase HVAC energy demand [6]. Maintaining target
temperature, humidity and CO: levels while minimizing energy consumption requires
advanced, adaptable control strategies [7] [8].

This work investigates intelligent control strategies to improve the energy efficiency
and comfort of cabin climate systems in heavy-duty BEVs, focusing on model
predictive control (MPC). The MPC leverages accurate thermal models and external
data sources, such as ambient forecasts, to manage the cabin climate dynamically
under extended-occupancy conditions. It is implemented within a detailed
MATLAB/Simulink simulation environment developed as part of the EU research
project ESCALATE, which focuses on developing modular, cost-effective heavy-
duty vehicles, leveraging the realistic digital twin presented in this study.
Furthermore, a preliminary reinforcement learning (RL) framework is introduced as
a complementary, data-driven control approach. The method is developed with a focus
on general applicability to cabin climatization problems, emphasizing key design
aspects such as state representation, reward shaping, and environment interaction.
This framework forms the basis for future integration into thermal management
systems and enables the development of hybrid control strategies that combine the
strengths of RL and MPC.

2 Methodology
This section outlines the two control approaches of MPC and RL, which are integrated

and investigated in this work. Both are implemented in a model-in-the-loop (MiL)
simulation environment developed in MATLAB/Simulink.
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These approaches both offer the ability to develop controllers which are able to do
multi-objective control based on optimization methods. The simulation environment
features a detailed full thermal system model and a reduced-order model (ROM) of
the cabin and HVAC system. The latter enables efficient and realistic closed-loop
control development and is described in chapter 2.3. The objective for both controllers
in this work builds on the initial development of a cooling controller. It focuses on
regulating air temperature, cabin CO: concentration, and relative humidity by
controlling the compressor rate, blower rate, and recirculation rate.

2.1 Model Predictive Controller

Cabin air conditioning in electric vehicles presents a nonlinear, multivariable control
problem (NLP), influenced by ambient conditions, driver demands, and internal
system dynamics. Model Predictive Control (MPC) is well-suited for this task due to
its ability to predict future states, enforce system constraints, and optimize control
actions over a defined prediction horizon [9] [10]. In this work, MPC is implemented
using the acados framework, which supports real-time optimization [11]. The user
defines the system dynamics, control variables, and the cost function, while the
framework handles formulation of the optimization problem and solver execution.
The problem is automatically discretized in discrete timesteps k over the prediction
horizon on which the cost function J is minimized via direct multiple shooting.
Afterwards it is solved with a sequential quadratic programming method (SQP). For
a comprehensive treatment of NLP solution methods, the reader is referred to in-depth
literature [10] [11].

The main objectives of the controller are contained within a compact representation
of the system boundaries (eq. 1) and the cost function (eq. 2) and include maintaining
passenger comfort while minimizing energy consumption. The comfort terms are
modelled as the system states x and are bound to a lower boundary x;, and an upper
boundary x,,. The slack variable xq, allows for constraint relaxation, thereby
converting the hard boundary into a soft boundary. The cost function is defined as the
sum of the state-related term J, and the cost term J,, which are both evaluated and
accumulated over the prediction horizon.

Xipao) < X(k) + Xgacko < Xub) ()
J = Yh=1)xto + ZR=0Ju ()

Minimization of the cost function inherently enforces the state constraints. Equation
3 defines the state-related term as the weighted sum of all quadratic slack variables of
the MPC. The weighting is determined by the tunable matrix Q. The central slack
variables consist of the cabin air temperature Tyj,q, the CO2 concentration X¢oz, sjack
and the relative humidity Xpym siack-

]X(k) = QTslaCk Tstack (k) 2+ QXCOZ_ SlaCkXCOZ, slack (k) 2+ QXhum_ S1aCthum, slack (k) 2 (3)
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Finally, the cost term in eq. (4) contains the weighted quadratic energy consumption
of the compressor Ecp, and the cabin blower Egjoyer- The power consumption of the

recirculation flap is assumed negligible.

]u(k) = QCprECpr(k)2 + QBlowerEBlower(k)2 (4)

With the problem formulation established, the MPC is then integrated into a model-
in-the-loop (MiL) environment in MATLAB/Simulink, which consists of three core
components: the MPC controller, the plant model, and the prediction module. The
controller operates with a fixed sampling interval of 10 s, selected to ensure both
robust control performance and real-time feasibility. This interval reflects the slow
thermal dynamics of the cabin environment and the response characteristics of the
actuators. At each step, the controller computes the optimal control and state
trajectories over a prediction horizon of 10 minutes. This horizon length is sufficient
to capture the dominant cabin thermal dynamics and anticipated disturbances, while
allowing the system states to be adjusted within this time frame. After the optimization
is completed, only the first element of the control input vector is applied to the plant
model. The plant, representing the HVAC and cabin thermal system, simulates the
system response at each step, and the updated states are fed back to the MPC, thereby
closing the control loop. The prediction module provides forecasted boundary
conditions, including relevant ambient factors and comfort constraints derived from
route and trip data (e.g., planned stops). By solving the optimization problem over the
moving horizon, the controller can anticipate future disturbances and proactively
adjust its control actions. Ultimately, the MPC is applied to the reduced-order model,
enabling efficient testing and iteration without compromising the physical relevance
of the results.

2.2 Reinforcement Learning Controller

RL is investigated in this research as a data-driven control strategy for cabin climate
management. A Deep Deterministic Policy Gradient (DDPG) agent is employed,
following an actor—critic structure (Fig. 2). DDPG agents can operate in a continuous
action space and are therefore suitable for fully variable control [12] [13]. An RL
agent interacts with its environment in a closed loop: it observes the current state s,
selects an action ay, and receives the next state s(¢4 1) together with a scalar reward .
By maximizing cumulative rewards through repeated interaction, the agent gradually
learns strategies that optimize long-term performance. The DDPG architecture is
based on the following three fundamental components:

e Actor (policy network 6%): maps states s; to continuous actions a; = u(s; |64).

e Critic (Q-network 69): evaluates these actions by estimating their long-term
value Q (s, ay).

e Training process: the Actor is updated via policy gradients, the Critic via
minimization of a loss function. Soft target updates are applied to stabilize
training.
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Figure 2: Integration of the RL agent framework inside the simulation environment.

Two complementary training approaches are pursued. In the first, the agent is trained
directly on the high-fidelity digital twin, which avoids model reduction and ensures
maximum physical fidelity, but at the cost of substantial computational resources. In
the second, training is performed on the ROM, enabling faster iterations, direct
benchmarking with MPC, and providing insight into potential hybrid MPC-RL
strategies. The RL agent processes the system states cabin air temperature (£cpnair)
and setpoint tcpnairsp, @mbient temperature (t5mp), HVAC outlet air temperature
(tuvacairout)> and action signals (current 1¢comp ¢ and previous 7comp,c—1)- Based on
these inputs, it determines the control action of the compressor (7¢omp). The agent is
trained using a composite reward that balances comfort, energy efficiency, and
smoothness of control (see Figure 3). The temperature reward targets the passenger
comfort by penalizing deviations from the cabin air temperature setpoint. The energy
reward promotes efficient operation by discouraging high activation levels of HVAC
components. Finally, the smoothness reward penalizes abrupt control changes,
targeting stable and hardware-friendly operation.

Temperature Reward Energy Reward Smoothness Reward
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Figure 3: Sub-reward functions for temperature, energy, and smoothness.
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2.3 Reduced-Order-Model of Cabin and HVAC

To enable efficient development of the controllers, a reduced-order-model of the
vehicle cabin and HVAC system was created. The ROM captures the essential thermal
dynamics while ensuring low computational load and enabling rapid simulation.
Validation was conducted using the full thermal system model. This model was
previously plausibilized to represent the thermal behavior of a generic truck, ensuring
physical consistency.

The cabin is modeled as a single-zone thermal system, assuming spatially uniform air
temperature. The core of the model is an energy balance over the enclosed air volume:

dEZ% = X Q; + X Min hin — % Mout Rout (5)
This equation accounts for internal energy changes due to air temperature variation,
enthalpy flows from ventilation, and additional heat sources or sinks Q;, such as solar
radiation or internal gains. To represent the thermal inertia of the cabin interior, a
lumped thermal mass is included in equation 6. This mass represents components like
seats, dashboard and other internal masses and is thermally coupled to the cabin air
via a resistance Ry Interior-

anterior — TAir,}-(iabin_Tl-nterior (6)
th, Interior
This formulation allows the model to replicate realistic heating and cooling dynamics,
including the effect of delayed thermal response. The resistance Ry, interior and other
parameters were validated within the Simulink full vehicle model. The HVAC system
1s modeled with key functionalities such as air mixing, heating, and cooling via heat
exchangers, as well as flap positions to switch between fresh air and recirculation
modes. The blower fan modulates the air mass flow supplied to the cabin.

In addition to thermal comfort, the model also considers air quality, specifically the
accumulation of CO: in recirculation mode. The mass balance for CO: includes both
external input and occupant respiration as source terms:

. . _ dXcabin .
mAirXInlet + mCOz, Passengers — M dt + Mair XCabin (7)

Here, x15,10¢ and Xcqpin are the CO: concentrations of incoming air and cabin air, and
M is the total cabin air mass. Leakages are neglected in this reduced order model.
Under full recirculation, CO: concentration increases steadily, making the model
suitable for studying the trade-off between energy efficiency and air quality. As a
second metric for air quality the cabin air humidity is modelled by a control volume
mass balance of the water vapor. The rate of change of the cabin humidity ratio wy;,
is expressed as:

. 1 . . .
Wair = m_Air [mAir(Wmix - WCabin) + mgen + mdeh] (8)
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Here, my;, denotes the total air mass inside the cabin. The first term accounts for the
humidity change due to exchange with the supply airflow, with my;,- representing the
air mass flow into the cabin and w,,;, the humidity ratio of the mixed ambient and
recirculated air. The second term my,,, describes the generation of water vapor by
passengers (e.g., through breathing and perspiration). The third term m,p,, represents
the removal of moisture through condensation at the evaporator coil surface whenever
the incoming air exceeds the saturation limit at coil temperature. Overall, this ROM
provides the necessary balance between physical fidelity and computational
efficiency, enabling its use in the computational expensive MPC and RL control
development.

3 Results & Discussion

Using the MiL environment described previously, the performance of the MPC and
the RL controller was evaluated under varying ambient conditions based on real-world
measurement data. To assess robustness, stochastic disturbances were added to the
ambient temperature, humidity, and solar radiation, introducing controlled
misalignment between the plant model and the controller’s internal prediction model.

The evaluation covered a 22 h 15 min cycle representative of long-haul truck
operation. The cycle consisted of two driving phases of 3 h 45 min and 5 h,a 12 h
overnight stay, and 45 min rest periods in between. Driver presence is assumed
according to an expected occupancy schedule. During the overnight stay, the sleep
mode is activated in which the cabin temperature setpoints are lowered to enhance
comfort during rest. During the day, these values are set at 22 °C for the upper
boundary and at 20 °C for the lower boundary. The relative humidity setpoints during
the day are defined between 30 - 60% and are bound to a stricter window of 35 - 55%
during sleep mode. For the CO; concentration an upper boundary of 1200 ppm is
defined throughout occupancy of the cabin. This setup provides a comprehensive
framework for evaluating the controllers under realistic, time-varying thermal
boundary conditions, including heat soak, idle periods, and extended occupancy.

To establish a baseline, a rule-based strategy with fixed recirculation rates was applied
across the cycle to control the cabin air temperature. Figure 3 illustrates the effect of
increasing the recirculation rate on total HVAC energy consumption.

80,0
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= 42,7
35,3
g 400 ’ 31,1 29,5 28,4
=)
< 20,0
>
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i3 0 25 50 75 90 96 100
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Figure 3: Energy consumption of the rule-based HVAC control at average ambient
temperature of 32 °C with varying recirculation rates.
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A clear trend is visible: as the recirculation rate increases from 0% to 100%, the energy
demand steadily decreases from 60.6 kWh to 28.4 kWh, corresponding to a total
reduction of approximately 53.1%. However, high recirculation rates also impact the
performance in terms of cabin comfort such as temperature targets, relative humidity,
and CO: concentration. Simulation results show that the CO: concentration threshold
of 1200 ppm is only exceeded at recirculation rates above 96 percent, indicating that
high recirculation levels can maintain acceptable air quality while still offering energy
savings. These findings highlight the need for dynamic control strategies, which can
continuously balance energy efficiency and air quality, rather than relying on static
setpoints.

Consequently, the performance of the MPC, RL and RB strategy are compared in the
following section. As initially stated, to complement the comparison a preliminary RL
framework was developed and applied. Similar to the RB approach, only the cabin
temperature was controlled using compressor actuation alone, while maintaining a
fixed recirculation rate and blower speed. To ensure comparability, the recirculation
rate of the RB approach was selected to align its energy usage with that of the MPC
approach and ensure a sufficient rate of fresh air. To quantify the control quality of
the strategies, the target deviation |Ax(t)] is time-averaged over the periods in which
the boundaries are exceeded, resulting in three comfort metrics for temperature, CO»
and humidity. The first metric is the temperature comfort, which is displayed in figure
4.a. The air quality is evaluated for CO; levels in figure 4.b and for the relative
humidity in figure 4.c.
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Figure 4: Comparison of comfort metrics for the MPC, RL, and RB strategy

The MPC strategy achieves the lowest average deviation of 0.03 K compared to 1.1
K with the RB strategy. This is also reflected in the resulting maximum deviations.
The MPC maximum deviation from the control target of 6.21 K is present at the
beginning of cabin conditioning, while the RB strategy reaches an even higher value
of 16.11 K but at a later stage due to hot soak during the idle phase. During this idle
phase the MPC achieves a much lower deviation of 2.15 K by pre-conditioning the
cabin according to the predicted change in the temperature boundaries.
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The RL strategy achieves an average deviation of 0.62 K but, lacking the predictive
capability, does not pre-condition the cabin and therefore reaches maximum deviation
of 16.45 K, similar to the RB strategy. These comfort gains of MPC and RL come at
only a minor increase in energy consumption, with 30.18 kWh and 30.13 kWh
respectively, compared to 29.48 kWh for the RB strategy.

Consequently, air quality discomfort is also evaluated. The MPC targets to maintain
CO: levels below a soft-constrained upper bound. This bound is exceeded in some
cases due to the balancing of the multi-target optimization and the improved
convergence of the optimization. This results in a recorded average deviation of 10.4
ppm, which is negligible compared to typical indoor CO» concentration fluctuations
and has no perceptible impact on passenger comfort. In contrast, the RB and RL
strategies do not enforce any explicit CO; limit since COz is not directly controlled.
As the setpoint was defined to ensure sufficient fresh air, both strategies show no
violation of the CO; discomfort metric

Lastly, humidity deviation is evaluated. The MPC strategy achieves the lowest
average deviation at 2.5% compared to 3.31% for the RB approach, as the MPC
explicitly enforces the humidity boundary. The RL strategy exhibits a considerably
higher deviation of 5.31% since humidity is not actively controlled, leading to
excessive dehumidification at the evaporator caused by increased compressor
actuation. Given the average outdoor humidity of 31%, these deviations remain non-
critical under the tested conditions due to overall system stability, though they may
become more relevant in high-humidity heating scenarios.

Overall, MPC achieves the best balance between comfort and energy consumption by
minimizing temperature and humidity deviations while maintaining CO; within
acceptable limits. The preliminary RL controller shows intermediate performance by
improving temperature target deviation, but lacks predictive capabilities and an
extended actuator control. Nevertheless, it offers a promising foundation for further
development toward a highly automatable controller design.

In the following the findings regarding the integration of both MPC and the initial RL
approach are summarized in figure 5.

Transferability =o—=MPC
RL

Control performance Implementation effort

\

Computational demand .

(online) Interpretability
Figure 5: Comparison of evaluated performance metrics for MPC and RL approach
for the MiL application in this work.
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Here, various performance metrics that were evaluated during the development are
rated according to the following scale:

1: Very poor (significant drawbacks), 2: Poor (limited suitability),
3: Moderate (meets minimum requirements), 4: Good (only minor limitations),
5: Excellent (highly suitable)

The transferability of the MPC is rated as moderate. A major challenge in this work
was the application of the MPC framework to the full thermal system model. The
higher complexity of the digital twin caused a divergence between the internal system
dynamics of the MPC and the actual plant behavior, which prevented direct
application and led to high deviations to the control targets in the cabin control case.
This highlights a well-known limitation of MPC, namely the need for model reduction
to embed an equation-based system model while ensuring real-time feasibility, which
inevitably leads to a model-plant mismatch [14] [15]. Within digital twins such model
reduction is often not straightforward.

One possible mitigation strategy is the use of data-driven surrogate models, although
this requires additional efforts for system identification and validation [16]. In
contrast, the RL agent could also be trained directly in the full model environment and
achieved comparable control performance to the reduced-order model for the cabin
conditioning task. This potentially eliminates the need for model reduction and
represents a clear advantage in the digital twin environment. However, this advantage
is specific to simulations, since the training of RL on real systems would require
considerably more time and resources. For this reason, RL received a higher
transferability rating of four.

The implementation effort of MPC is rated at two, as is the case for RL. For MPC, the
main effort lies in the development and validation of an internal prediction model
tailored to the cabin thermal dynamics. The model must be suitable for optimization
and verified against various measurements or simulation data, which is an obstacle to
fast integration. RL requires less manual modelling effort since the framework only
needs to be provided with selected observations and actions. The training of the neural
networks is then conducted automatically. Due to the inherent flexibility of the RL
framework, it can be implemented in a wide range of environments and therefore
offers broad applicability without requiring the detailed modelling knowledge that is
essential for a grey-box MPC. However, in this work only a simplified control
objective was investigated. The implementation effort and training requirements are
expected to increase once additional control variables are incorporated.

Interpretability plays a decisive role in improving control performance. MPC scores
higher in this category with a rating of four, whereas RL is rated at two. MPC benefits
from the possibility of incorporating grey-box models, which supports verification of
predictions and thereby improves understanding of controller behavior. Furthermore,
the tuning of the cost function can be conducted in an intuitive manner.
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RL, on the other hand, operates as a black box and lacks direct interpretability, which
results in an iterative and often time-consuming process of reward shaping, network
architecture selection, and hyperparameter tuning. Automating this process through
optimization-based hyperparameter tuning can resolve this issue as shown in [12].
However, the DDPG algorithm used in this study is deterministic, which means that
it provides consistent outputs when presented with the same observations. This
property allows the user to draw limited conclusions from the observed controller
behavior [13]. In line with these limitations, the RL strategy received a lower rating
of two.

With respect to computational demand, RL performs better than MPC. RL is rated at
four, while MPC is rated at two. In this work the MPC used an SQP solver with
average solution times below 0.5 seconds for a 2.3 GHz CPU, which is sufficient for
real-time operation in the cabin conditioning task. Nevertheless, execution times are
expected to increase if the controller is implemented on an embedded microcontroller
with limited processing power. RL execution times are negligible once the training is
complete, which represents a clear advantage. The drawback lies in the training phase,
which is computationally intensive. For the compressor control task, a total of 500
episodes were run in parallel with 4 CPU cores, resulting in more than 10 hours of
training. This effort, however, occurs entirely offline and does not affect embedded
system performance.

Overall, MPC is better suited to the problem under consideration, as its interpretability
enables more targeted and reliable implementation, while RL should be regarded as a
preliminary approach at this stage.

4 Conclusion

Model-predictive-control demonstrated 1its capability to enforce operational
boundaries and balance energy efficiency for multi-objective control. Reinforcement
learning was introduced as a framework for cabin climatization, and an initial
controller was evaluated to determine the requirements for control design. Open
challenges remain in managing multi-objective control, along with the need for further
investigation into hyperparameter tuning and reward shaping. Both strategies provide
distinct advantages, with MPC excelling in interpretability and offering a more
transparent design process, while RL shows superior transferability to detailed
thermal system models. Future work will extend the MPC with active heating and
advanced humidity control, explore data-driven models as internal predictors, and
expand RL to additional control variables. Furthermore, synergies between RL and
MPC will be evaluated, with the aim of combining the interpretability and constraint-
handling of MPC with the adaptability and transferability of RL to enable more
efficient cabin climatization strategies.
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Abstract: The EU-funded SmartCorners project explores user-centered
comfort in vehicles through Al-driven climate control. A method is
developed to train a climate control algorithm with the help of Al and is
trained in a comprehensive vehicle simulation model. Beyond
personalization, Al is leveraged to optimize energy efficiency. The project
also addresses the application of the virtually developed algorithm in a
real-world vehicle. Initial simulation results are discussed in this paper
with an outlook of the upcoming vehicle studies to validate the simulation
results.

1 Introduction

Vehicle cabin comfort is a multifaceted concept influenced by thermal conditions,
noise, vibration and harshness (NVH) levels, as well as air quality. Importantly,
comfort is highly subjective — conditions that are acceptable for one occupant may be
uncomfortable for another. Thermal comfort is typically managed through parameters
such as zonal temperature settings, blower speed, air distribution, and the position of
the recirculation flap. Zonal climate control systems have enabled personalized
thermal environments for different seating areas, allowing occupants to tailor
conditions to their preferences. However, accommodating these varying and dynamic
preferences presents significant challenges for both the HVAC system and its control
strategies.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Traditional control strategies are often not optimized to balance user comfort with
energy efficiency. By integrating artificial intelligence (Al) into simulation models
and training it across diverse virtual scenarios, it is possible to develop adaptive
solutions that significantly reduce the effort required for software development and
calibration. Furthermore, Al systems can continue to learn post-deployment in real-
world vehicles, enhancing their decision-making capabilities over time. This
continuous learning approach simplifies the development of intelligent controllers,
eliminating the need for multiples specialized control algorithms tailored to specific
objectives such as individual comfort, overall cabin comfort, or energy efficiency
(e.g., maximizing driving range).

2 Methodology

The development of Al-based control systems necessitates training with high-quality
data to enable reliable decision-making. Acquiring such data using physical test
benches or vehicles is time-consuming and costly. This challenge can be effectively
addressed by using high-fidelity simulation models. By leveraging virtual
environments, it becomes possible to generate large volumes of representative data
for training Al algorithms, significantly reducing the need for physical testing.

This section provides a detailed overview of the proposed methodology, including the
simulation setup, data generation process, and training pipeline for the Al controller.

2.1 Plant model

The plant model represents a comprehensive simulation model of the physical system
under study. A highly accurate plant model ensures that the behavior of the simulated
system closely mirrors real-world dynamics, thereby enhancing the reliability of Al
training and control development. Any discrepancies in model accuracy can directly
impact the performance and robustness of the resulting control strategies. Therefore,
special emphasis is placed on the validation and calibration of the plant model to
ensure it serves as a trustworthy foundation for virtual experimentation and Al-based
control design.

The simulation environment incorporates detailed models of the vehicle, HVAC
system, cabin, controller, driver and passenger comfort. Each model is designed with
the necessary inputs and outputs to enable seamless interaction with the Al-based
control system. Figure 1 provides a comprehensive illustration of plant model and the
according interfaces. This section provides an in-depth description of the thermal and
HVAC systems, as well as the cabin and comfort models, as the primary focus is on
optimizing energy consumption of these systems while maximizing passenger
comfort.
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Figure 1: Overview plant model

Vehicle Thermal Management System (VTMS)

The thermal and HVAC system of the demo vehicle has a R290 and a R1234YF based
refrigerant circuit and a coolant circuit. The vehicle can operate with both refrigerant
circuits but in SmartCorners only R1234YF refrigerant circuit is used. Figure 2 shows
the thermal management architecture consisting of the refrigerant circuit indicated in
green color, the low-temperature circuit (LT-Circuit) indicated in blue color, the
medium-temperature circuit (MT-Circuit) indicated in yellow color, the high-
temperature circuit (HT-Circuit) indicated in red color, and the battery circuit (Bat-
Circuit) indicated in grey color. The different operating temperatures of the circuit are
determined based on the components placed in the circuits and their thermal
requirements.
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Figure 2: Layout coolant and refrigerant circuit
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The plant model of the system is developed in AVL CRUISE™M, a system
development software from AVL. The components are calibrated with the help of the
measurement data gathered from the demo vehicle. The whole model is then validated
with measurements from different operating conditions of the complete system.

Vehicle Cabin and Comfort Model
To accurately represent passenger comfort and cabin thermal dynamics, two
complementary cabin models are developed:

Thermal cabin model:

A high-fidelity computational fluid dynamics (CFD) model is used to simulate
airflow, heat transfer, and passenger comfort within the cabin. The model incorporates
detailed geometry of the demonstrator vehicle (Mercedes-Benz B-Class), material
properties of interior laminates, and additional heating devices such as seat heaters,
steering wheel heating, and infrared panels. Environmental factors such as solar load
and ambient conditions are also included. This model is primarily used for generating
a 1D Matlab/Simulink model.

The 1D cabin model is a reduced-order representation derived from the high-fidelity
3D CFD cabin model. Its primary purpose is to provide a computationally efficient
simulation environment for control development and real-time applications. The
model uses aggregated thermal properties and response characteristics obtained from
the 3D model. These derived parameters include heat transfer coefficients, thermal
capacities, and airflow distribution characteristics.

Figure 3: Body and clothing segments for EHT model
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Cabin Comfort Modeling and Surrogate Model Development

To model thermal comfort in the cabin, the previously developed 3D CFD cabin
model is utilized. This high-fidelity model includes detailed geometry of the
demonstrator vehicle and incorporates thermal manikins to represent passengers.
Each manikin is segmented into 17 body parts, enabling the calculation of local
surface temperatures and heat fluxes under various operating conditions. The exact
body parts and clothing segments are shown in Figure 4.
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Figure 4: Body and clothing segments for EHT model

For comfort evaluation, the Equivalent Homogeneous Temperature (EHT) metric is
applied. The EHT combines air temperature, mean radiant temperature, and air
velocity into a single value, providing a comprehensive measure of thermal comfort
in non-uniform environments such as vehicle cabins. Conceptually, EHT represents
the wall temperature of a uniformly conditioned space under calibrated conditions,
assuming negligible air velocity and equal mean radiant and air temperatures. Higher
EHT values indicate reduced heat loss, while lower values correspond to increased
heat loss. The EHT is computed from the manikin heat flux using the following
relationships:

/x2+4xQ .
Ty =Ts+2—-Y" " if(>0

2x1 2x1
x2 + 4x,0
Yoo N7 if Q <0
T, =Ty — 2 + X2 "
eq S 2x1 2x1
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where Q is the heat flux on the manikin surface, T is the skin temperature, and Xo
and x; are calibration constants derived from regression analysis. Although the 3D
CFD model provides high accuracy, its computational cost makes it unsuitable for
real-time control development. To overcome this limitation, a fast-running surrogate
model (FRM) is derived. A Design of Experiments (DoE) study is conducted to
systematically vary key parameters such as HVAC settings, ambient conditions, and
solar load. The resulting dataset is processed using AVL CAMEOQ, which generates
mathematical response models for comfort indices and thermal states.

In Figure 5 plots of the model qualities are shown. The green point in the graphs
represent the validation experiments which were not used for the mathematical model
training. The shaded areas indicate the accuracy of the 3D model, £2K.
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Figure 5: Example results for FRM

These models are packaged as a Functional Mock-up Unit (FMU) and integrated into
the plant model, enabling real-time simulation for reinforcement learning (RL)
training and hardware-in-the-loop (HiL) applications.

Virtual Driver Model

A virtual driver model is integrated to emulate human interactions with the climate
control system. It adjusts parameters such as target cabin temperature, blower speed,
and air distribution modes based on comfort feedback. This enables realistic training
scenarios for the Al controller and facilitates user-specific adaptation.

2.2 RL Framework

This section gives a brief introduction to the most important concepts of RL and
provides the context under which RL can provide solutions for the problem of optimal
thermal control of the SmartCorners project.

Introduction to RL
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An RL agent is the entity that interacts with an environment to learn how to achieve
a goal by maximizing a reward it receives from the interaction. The training
environment is the simulated context under which the agent learns how to act in the
real world. The schema is shown in Figure 6. The training environment contains states,
as well as a set of rules or transition dynamics under which the states transition from
one to another. The agent interacts with the environment by

o observing certain states exposed by the environment
e setting actions within the environment, and
e receiving rewards for its actions.

The agent designs a control policy, which is a set of rules that predict the optimal
actions an agent should apply given a set of observations. RL training refers to the
process of continuous interaction between the agent and the environment during
which the agent optimizes the control policy by maximizing the reward it receives
after applying an action.

Obsarvations,
Reward

Training

o
c
T Environment 5 RL Agent
! =
Simulation
Component
Models Action
En vlcraslr:ent Control Policy
tmputs

Figure 667: Scheme of the RL training process. The agent trains a control policy to
optimally interact with the training environment. It receives an observation and a
reward after each action. The optimal policy maximizes the agent’s expected reward.

In the context of SmartCorners, the training environment contains all information
relevant to the optimization of the thermal controls of the thermal control unit.
Specifically, this includes

o an interface to the high-fidelity plant model described in Section 2.1
o amodel for all relevant ambient conditions

e amodel for driving cycles
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The agent interacts in a stepwise and discrete fashion with the environment. That is,
at each given point in time, the agent observes some states at a discrete time,
determines an appropriate action based on its observations, and applies the action
before the environment transitions to the next discrete time step with a new state.
During the project we used the interface described in OpenAl’s Gym library
Gymnasium. This interface is simple to use as it only consists of two methods, the
initialize method and the step method, which transitions the environment to the next
state given an action and returns the current observation and reward.

Ambient Model & Driving Cycles

The training process must contain a model of the ambient environment under which
the electric vehicle (EV) is operated. In the RL framework, the ambient model is
intrinsically embedded in the training environment. The ambient model must reflect
the real-world conditions under which the EV is operated. Moreover, for the sake of
robust calibration, the model should contain as many so-called corner cases as
possible, i.e. special cases under which either the simulation model or the control
policy will respond in extreme ways.

The ambient model contains all necessary information for all model inputs and
parameters that are not under direct control of the agent. This information may be
given in the form of input distributions, e.g. for ambient weather conditions, or
specific driving cycles, such as Worldwide Harmonized Light-duty vehicles Test
Cycle (WLTC) for vehicle speed.

In the context of RL, the combination of a single driving cycle with a set of ambient
conditions constitutes a so-called episode. During training the agent should be trained
on as many representative episodes as possible. For this reason, the training
environment was implemented in such a way that random episodes could be generated
during training, i.e. the agent can be trained on a theoretically infinite number of
realistic episodes.

RL Reward, Targets & Constraints

In RL, the agent will tune its control policy in such a way to maximize the reward it
receives from the environment for its actions. In this sense, the reward represents the
target of the underlying optimization problem, and it must be carefully designed to
respect and trade-off several conflicting goals with each other.

For the SmartCorners project, the reward must therefore reflect all goals of thermal
control as well as measures for user comfort based on individual preferences.
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For this reason, the RL framework allows the definition of multiple types of control
targets, and it allows the definition of multiple targets at the same time. These
following types of control targets have been implemented so far:

e Optimization Target: allows to minimize/maximize a system output
channel.

o Control Target: allows to control a system output channel towards a given
demand channel. The demand channel must be contained in the ambient data
model.

e Constraints: allows to force a system output within a specified range of
values.

The agents’ reward is a combination of all defined target functions. For the
SmartCorners project, the following targets have been considered:

o Cabin humidity must be controlled towards a target of 40%
e User comfort must be maximized.
Boundary Conditions / Trainings Setup

The training setup defines the temporal resolution of the simulation, the initialization
of each episode, and the physical and operational constraints that ensure safe and
meaningful learning.

Each training episode represents a two-hour driving scenario with a total duration of
7200 seconds, with simulation steps of 1 second. The action is updated every 5
seconds.

At the start of every episode, the ambient temperature and humidity are sampled
randomly to promote generalization. The ambient parameters continue to vary during
the episode to reflect changing driving conditions.

e Ambient temperature: uniformly sampled from 10 °C to 30 °C
e Relative ambient humidity: uniformly sampled from 0% to 100%

To maintain physical plausibility and passenger safety, multiple constraint
mechanisms are applied:

e Hard and soft clipping: Cabin temperature and humidity are subject to both
hard limits (enforced at every step) and soft limits that introduce penalties
when approached

e Actuator normalization: The controllable actuators are scaled to a
normalized action range [-1, 1] and then rescaled to their allowed range. This
ensures that the actuators stay inside their allowed ranges

The reward function combines two competing objectives:

e Thermal comfort (primary objective)
e Humidity regulation
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Additional penalties are introduced when the observations reach a soft limit. The
rewards are not scaled.

The training is carried out on GPU hardware when beneficial for algorithm speed, but
may fall back to CPU execution if faster for specific algorithms (e.g. PPO). The
training time is approximately 5 hours.

3 Results & Conclusion

After training several different RL algorithms, the best candidate is chosen. The
chosen agent is based on the AWAC algorithm. This type of algorithm allows training
on both offline and online data. Offline data is used to direct the agent in a good
starting direction for online training in the real environment.

The final agent uses four environment observations: Ambient temperature, Relative
ambient humidity, Cabin temperature, Relative cabin humidity

To demonstrate the agent in action, Figure 7 shows the agent’s actions in a driving
simulation. The first column of plots shows the observations of the algorithm, the
second column shows the actions and the third column shows the resulting reward and
comfort.
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Figure 7: Driving simulation

It can be observed that the trained algorithm selects a cabin set temperature that
results in a comfortable thermal sensation at the end of the driving cycle. Moreover,
the cabin humidity is close to its target value of 40%. However, greater air
recirculation would have been possible in this case.

Nevertheless, this example demonstrates that the training of the algorithm was
successful and can be extended to include additional influencing factors such as
solar radiation and vehicle speed. The results also indicate that it is particularly
challenging for the Al to learn an appropriate set temperature during the heat-up
phase. Especially within the first 200 seconds, the set temperature fluctuates
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significantly over short time intervals. This behavior is likely due to the limited
influence of the set temperature during this phase, as the actual cabin temperature is
still far from the target value. Such conditions may encourage random set
temperature selections during training, leading to these pronounced variations.

4 Outlook

The subsequent steps in the reinforcement learning (RL) training process involve
extending both the observation space and the action space of the RL agent. Regarding
observations, the model will be augmented to incorporate indicators of user comfort,
such as perceived air quality based on CO: concentration, and the likelihood of
windshield misting due to humidity levels. These parameters must be maintained
within predefined thresholds while minimizing electrical energy consumption.

Furthermore, the learning process will be expanded beyond a generic user profile to
include adaptation to individual user preferences. This personalization will be
achieved by analyzing user interactions and manual adjustments to system settings,
which will serve as feedback signals for the learning algorithm.

Following successful demonstration of user-specific learning behavior in a simulation
environment, the approach will be validated in a real-world test vehicle. Initially, the
baseline algorithm trained on the standard user profile will be deployed. As the vehicle
is operated by individual users over time, it is expected that the frequency of manual
interventions will decrease, thereby enhancing the overall user experience through a
more intuitive and personalized system response.
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Abstract: The aerodynamic performance of road vehicles is quantified
conventionally via isolated-vehicle assumptions, while recent research
has shown that aerodynamic forces and moments can vary by +/-50% in
traffic, associated with proximity to vehicles in adjacent lanes. Mapping
the aerodynamic performance for common traffic scenarios requires hours
of wind tunnel testing or time-consuming road measurements. These
interactions are caused predominantly by pressure field interactions and
blockage effects, which can be replicated reasonably well using low-order
CFD modelling. This paper examines various levels of simplification,
including coarse-mesh simulations using a commercial CFD solver and a
potential-flow method, to predict the proximity interactions observed in
experimental wind-tunnel results.

1 Background and Objectives

Aerodynamic interactions between road vehicles in traffic has emerged in recent years
as a topic of interest, related to energy-use and emissions from transportation systems
and to vehicle autonomy via platooning concepts [1,2]. Two distinct phenomena
dominate these interactions.

Wakes from surrounding vehicles introduce flow-field variations that can reduce the
aerodynamic drag of a following vehicle, due to the lower effective wind speed [3],
or can momentarily increase the drag when impinging from vehicles in opposing
traffic [4]. These wake effects can persist for large distances from the wake-source
vehicle, up to hundreds of meters [5].

In close proximity (within a vehicle dimension), pressure fields interact to generate
significant increases or decreases in aerodynamic forces and moments, relative to
isolated-vehicle conditions [6]. Most notably, in a close-longitudinal-following
configuration (i.e. platoon configuration), the pressure field forward of a trailing
vehicle interacts with the body and wake region of a leading vehicle to increase the
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base pressure of the leading vehicle and reduce its drag. Interactions amongst vehicles
in adjacent lanes also lead to significant increases or decreases in aecrodynamic forces
and moments [7]. Based on the authors’ previous work [8], these proximity effects
appear to be dominated by interacting blockage effects on the surrounding flow field,
leading to a hypothesis that these influences can be predicted by low-order
computational methods.  Blockage corrections for wind tunnels have been
successfully developed based on potential-flow theory [9], suggesting similar
methods may be suitable for proximity interactions. Low-order computational-fluid-
dynamics (CFD) methods, such as panel methods or coarse-grid Reynolds-averaged
Navier-Stokes (RANS) methods, may also provide efficient techniques to predict
these influences.

The objective of this paper is to examine two simulation approaches to predicting
proximity interactions for vehicles travelling in adjacent lanes. One approach uses a
coarse-grid RANS method for a two-vehicle system, described in Section 2. The other
approach uses a simple potential-flow method that combines source and sink models
with a uniform flow to represent a multi-vehicle system, described in Section 3.
Wind conditions for this preliminary study are limited to 0° yaw angle.

Results from the two methods are contrasted with wind-tunnel measurements of a
two-vehicle combination (sedan + SUV), using incremental drag-coefficient and
surface-pressure-coefficient values as indicators of their suitability. The
measurements were conducted at 15% scale in the NRC 2 m x 3 m Wind Tunnel using
a DrivAer Notchback model and an AeroSUV Estateback model [8]. The data provide
measurements for a range of longitudinal distances (+2 vehicle lengths) for a lateral
separation representing a typical North American highway lane width (3.7 m full
scale, providing approximately one vehicle-width separation). Measurements
demonstrated drag-coefficient reductions for the individual vehicles up to about 10%
and increases that exceeded 20%.

2 Reynolds-Averaged Navier-Stokes Method

2.1 Geometric Model and Computational Domain

For this study, CFD analysis was performed on a full-scale, simplified mid-sized SUV
model (LXxWxH: 4764 mm %1936 mm %1700 mm). The simulations were designed
to analyze the aerodynamic interaction between two identical SUV models traveling
in adjacent lanes. The vehicles were configured with a constant lateral, centre to centre
separation of 3.7 m, a value corresponding to the average width of a common road
lane. The primary variable was the longitudinal spacing between the vehicles, defined
relative to the vehicle length (L). A matrix of five test cases was studied corresponding
to longitudinal separation distances (x) of x/L=0, 0.5, 1.0, 1.5, and 2.0.

The domain is illustrated in Figure 1, which extends approximately 5.5 vehicle lengths
(L) upstream, 10.5 lengths downstream, 16 vehicle widths (W) across, and 12 vehicle

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



heights (H) vertically from the primary vehicle. This configuration yields frontal area
blockage ratios of 0.5% for the isolated vehicle case and 1% for the proximity
configurations, both of which are well within the acceptable limits for bluff body
aerodynamic simulations.

Figure 1: Schematic of the full-scale computational domain and vehicle models.

2.2 Numerical Simulation Setup

All simulations were performed using the commercial software package ANSYS
Fluent. The analysis employed a steady-state Reynolds-Averaged Navier-Stokes
(RANS) approach to solve the governing equations of fluid flow. Turbulence effects
were modeled using the k- Shear Stress Transport (SST) model [10]. The simulation
was configured with an inlet velocity of 29 m/s (~105 km/h) at a 0° yaw angle. To
model the road interface, a moving ground boundary condition was applied at the
same velocity as the inlet flow. For computational simplification, the wheels were
modeled as stationary.

2.3 Meshing and Grid Independence

The domain was discretized using a poly-hexcore mesh, which employs a
combination of polyhedral and hexagonal cells to efficiently capture complex
geometry. To ensure computational accuracy, multiple bodies of influence were
implemented to selectively refine the mesh density in regions with significant flow
gradients.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



A grid sensitivity analysis was performed to ensure the numerical results of interest
were independent of mesh resolution. Four distinct mesh densities were evaluated for
an isolated vehicle and a two-vehicle proximity configuration, with the convergence
of the drag coefficient (Cp) Presented in Table 1. The primary objective of this study
is to predict the change in aecrodynamic drag resulting from vehicle proximity in traffic
situations. Consequently, the key metric is the delta drag coefficient (ACp), rather than
the absolute Cp value. Table 2 summarizes this metric, showing the change in drag
for each vehicle in a specific proximity case relative to its isolated baseline. This
configuration—with the proximity vehicle positioned one lane-width away laterally
and half a vehicle length behind the primary model—was selected for detailed analysis
as it has been identified in previous research [8] to produce the maximum changes in
drag for the individual vehicles (increase for lead vehicle, decrease for trailing
vehicle).

To ensure a margin of safety for numerical accuracy, the mesh selected for the rest of
simulations was the second coarsest. The final mesh consists of approximately 10.8
million cells for the isolated vehicle simulation and 19 million cells for the two-
vehicle proximity case. Fine-scale refinement was applied in high-curvature regions
of the vehicle model, achieving a minimum face area of 3.5%10"> mm? and a minimum
cell volume of 3.9x10”° mm?.

The grid sensitivity analysis (Table 1) showed a total variation of 2-3% in the drag
coefficient (Cp) across all tested meshes. Critically, the variation between the 8
million cell and 18 million cell grids was less than 1%. This demonstrated that a grid-
independent solution was reasonably achieved. The 10.8 million cell mesh was
deemed sufficient for the study's primary objective of estimating the delta drag
coefficient relative to isolated vehicle (ACp), which is in range of 4%-20%.

Tablel: Drag coefficient (Cp) of a simplified mid-sized SUV model for the isolated
and proximity vehicle cases for various meshes.

Isolated vehicle | Proximity Model Cp Co Co
Mesh Mesh Isolated Leading vehicle | Following Vehicle
57,519,272 98,535,909 0.301 0.354 0.272
17,535,439 29,514,219 0.306 0.359 0.279
10,775,254 19,215,304 0.305 0.358 0.28
7,973,372 13,802,265 0.306 0.362 0.28
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Table2: ACp for the isolated and proximity vehicle cases for various meshes.

Proximity Cp ACp ACp ACp ACp
Model Mesh System | Lead-Follow | Isolated-Lead | Isolated-Follow | Isolated-System
98,535,909 0.313 0.082 0.053 -0.029 0.012
29,514,219 0.319 0.080 0.053 -0.027 0.013
19,215,304 0.319 0.078 0.053 -0.025 0.014
13,802,265 0.321 0.082 0.056 -0.026 0.015

2.4 Results of Proximity Influence

Figure 2 illustrates the drag coefficient (Cp) and delta drag coefficient (ACp) for all
tested configurations from x/L=0 to 2.0. The most significant aerodynamic interaction
occurs at a longitudinal separation of x/L=0.5. At this critical spacing, the primary
model experiences an 18% drag increase, while the proximity model benefits from an
8% drag reduction. Although the experimental data of [8] uses vehicles of different
shapes and sizes, these ACp values align well with the magnitudes observed in the
wind-tunnel study, on the order of 20% increase for the leading vehicle and 10%
decrease for the trailing vehicle. The net effect on the two-vehicle system is a drag
penalty of approximately 5%. The analysis further reveals the sensitivity of these
interactions, with the lead model's performance ranging from the 18% drag increase
at x/L=0.5 to 4% drag decrease at x/L=2.0.

Figure 2: CD and ACD for the isolated and proximity vehicle cases at various
longitudinal separations (x/L=0,0.5,1.0,1.5, and 2.0).

Figure 3 presents the static pressure contours on the vehicle surfaces and on a
horizontal plane 0.25 m above the ground, comparing the isolated vehicle against the
x/L=0.5 and x/L=2.0 proximity configurations. The figure visually confirms the
aerodynamic coupling between the vehicles, with a lower Cp between the vehicle in
the middle plot identifying the mutual blockage influence between the two bodies.
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It is important, however, to contextualize these findings within the known limitations
of the steady-state RANS methodology. A recent study by Aultman et al. [11]
investigated various simulation methods (RANS, URANS, DDES) for automotive
aerodynamics. Their findings showed that while RANS can provide fairly accurate
predictions of the overall drag coefficient, it often fails to accurately capture detailed
flow features. Specifically, they noted that RANS modeled the flow poorly in the
vehicle's wake, yielding a structure inconsistent with unsteady simulations and
experiments. Aultman et al. attribute this discrepancy to the RANS model's tendency
to predict larger regions of flow separation, leading to an over-prediction of base drag.

The primary objective of this study is to quantify the aerodynamic proximity effect,
rather than to obtain a perfectly resolved flow field. If the presence of a second vehicle
primarily alters existing flow parameters without inducing new, large-scale
phenomena like flow separation, then analyzing the difference between isolated and
proximity cases with RANS may provide an estimation of system drag. This
assumption is supported by the cumulative drag coefficient data versus the distance
along the vehicle length (x_v) in Figure 4, which shows similar trends between the
multi-vehicle cases and the isolated-vehicle case. These drag-accumulation plots
show that, for x/L=0.5, the lead vehicle experiences drag increase from a mid-length
position (around x v/L=0.3) and a significant increase at its base, while the trailing
vehicle experiences its drag reduction over its forward section (forward of about
x_v/L=0.4).

The results provide evidence for this approach. At the largest tested separation of
x/L=2.0, the pressure distribution on the trailing vehicle closely mirrors that of the
isolated case, consistent with their nearly identical Cp values. Despite this large
separation between the vehicles, a discernible interference effect persists: the presence
of the trailing vehicle modifies the pressure field in the wake of the lead vehicle,
resulting in a drag reduction of approximately 3% for the leading vehicle.

It is acknowledged that the RANS model does not replicate perfectly the true physical
flow, particularly in regions of complex turbulence and separation. However, if the
RANS method can accurately capture the relative change in the pressure field induced
by vehicle proximity, it serves as a highly efficient tool for estimating these effects,
offering substantial savings in computational time. Further investigation, with mesh
densities for different vehicle-size and vehicle-shape combinations, and comparison
against corresponding experimental data, is required to validate this hypothesis.
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Figure 3: Mean pressure coefficient for Isolated, x/L=0.5 and x/L=2 simulations
(from top to bottom) on vehicle’s surface and a surface of the plane located at 0.25
m above the ground.
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Figure 4: Drag accumulation graph for Isolated, and two proximity models
simulations.

3 Potential Flow Method

A three-dimensional potential-flow method has been adopted for this investigation.
This method is based on the superposition of potential flows associated with
sources/sinks pairs placed strategically to represent solid-body disturbances
associated with each vehicle, and sources placed appropriately to generate a wake
disturbance for each vehicle. The sources and sinks are placed on the ground plane
such that the symmetry about this plane represents the solid ground. This follows the
approaches used for wind-tunnel blockage corrections [9], whereby a three-
dimensional doublet is generally used to represent the solid blockage of a body in a
duplex-tunnel arrangement. Here, the use of a source/sink pair, instead of a doublet,
provides a disturbance representative of an ellipsoid rather than a sphere, mimicking
better the longitudinal spatial extent of a road vehicle.

The induced velocity of a source is defined as

S ( X; ) )
U = —
CoAm\(x2 4 x2 + x2) 72

where I represents the coordinate direction (1,2,3 representing x,y,z directions), and S
is the strength of the source (+ for sources, - for sinks). These induced velocities, for
N sources and/or sinks, are superimposed on the freestream flow, U = [Us,0,0], to
define the flow field:

N
u; =U; + 2 Uin (2)
n=0
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The source/sink strengths are modelled after the formulation often used for the wake
source [9], related to the drag of the vehicle:

1
Swake = ECDAFUfs 3)

Here, this formulation is applied to the source/sink pairs for each vehicle body, with
a scaling factor, Ghody, to provide the large disturbances of the body while providing
an approximate way to scale for different vehicle sizes. The magnitude of Swake from
Equation 3, although adequate for blockage correction methods that represent effects
on the bulk flow in a test section, may be inadequate to provide the localized effect of
wake displacement in close proximity to another vehicle. As such, a scaling factor
GOwake 1s also applied to the wake source strength.

The relative positions of the source-sink pairs for the body displacement and the
sources for the wake displacement are an important consideration for the proximity-
effects analysis. Comparisons of CFD velocity flow fields to those produced by a
potential-flow method permitted reasonable estimation of the source/sink locations to
simulate the flow displacement around a road-vehicle shape.

The incremental changes to the drag of each vehicle were evaluated based on changes
to the pressure field around each body. Based on the calculated velocity field, the
pressure-coefficient field is calculated as:

U\’ u? +us +uj
CGp=1-(—) =121 275 4)
UfS Ufs

For each vehicle of the multi-body simulation, changes to the pressure-coefficient
field are then calculated as:

ACpy = Cp = Cpyiso ()

where v represents each individual vehicle and iso refers to the calculated isolated-
vehicle pressure field. The non-linear nature of the pressure, compared to the linearly-
superimposed velocity field, results in a non-zero ACp field for each vehicle that
represents localized changes to the static pressure associated with proximity to another
vehicle.

A validation of this potential-flow approach is provided in Figure 5, comparing an
estimate of the potential-flow solution for ACp with experimental measurements for
the two vehicles on which the calculations are based, those being a DrivAer
Notchback (DN) and AeroSUV Estateback (SE) [8]. The results for the potential-
flow solution are based on an interpolation of the ACp fields for each assumed vehicle
to the spatial locations of the pressure taps on the wind-tunnel models. The general
ACp patterns and magnitudes match well and highlight, for this case with a half-
vehicle-length offset, the concentration of significant negative incremental pressure
near the physical centre of the two-body system, resulting from the mutually-
combined blockage effect. Additionally, the potential method captures well the
pressure increase on the forward right side (from a driver perspective) of the lead
AeroSUYV body, and captures the greater incremental negative ACp on the left side of
the DrivAer body, due to the influence of the larger AeroSUV model.
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Figure 5: Top-down view comparing the experimental and predicted ACp iso changes
due to proximity with adjacent-lane vehicles, at a half-vehicle-length offset. The
Potential Flow Method shows values calculated at the pressure-tap locations.

To estimate the change in drag coefficient for each vehicle, an assumption is made
that the incremental drag (ACp) is proportional to the difference in incremental
pressure (ACp) across the longitudinal length of the vehicle. To do this, the ACp field
is interpolated onto rectangular planes, perpendicular to the freestream flow and
located at the leading and trailing edges of the assumed vehicle shape, with a width
and a height equivalent to those dimensions of the assumed vehicle shapes. The ACp
values within each interpolated plane are then area averaged, and the difference
between the leading- and trailing-edge-plane values is calculated (ACp,.¢). This value
1s then assumed to be proportional to the ACp of the vehicle.

Figure 6 compares the estimated ACp values for both vehicle models, and for the
combined two-vehicle system, with the corresponding experimental measurements
that were made over a range of +2 vehicle-length offsets. Negative x/L values
represent the AeroSUV forward of the DrivAer. The calculated ACp .+ values are
scaled by a factor 0.7 to provide the ACp estimates for the potential- flow method.
Good agreement is found for the trends of ACp for each vehicle and for the combined
system. The larger influence of the AeroSUV on the DrivAer, due to the size
difference, is replicated well, as are the distances over which each body experiences
drag increases versus drag decreases. As with the experimental measurements, the
combined incremental drag is highest when side by side (x/L = 0) and show minima
in the x/L=*1 to +2 range.

These results are preliminary, and the potential-flow approach has not yet been
validated for larger or smaller lateral offsets, for different vehicle lengths, or for cross
winds. However, the results presented here show that the use of a simple and efficient
potential-flow method can provide a reasonable estimation of proximity effects, and
may provide a means to estimate sensitivity geometric changes for multi-vehicle (2 or
more) and multi-lane systems (2 or more).
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Figure 6: Comparison of drag-change-coefficient prediction using the potential-flow
method (PFM) compared to experimental data (EXP) for the DrivAer Notchback
and AeroSUV Estateback combination. Top plots show individual vehicles and
bottom plot shows the two-vehicle system.

4 Conclusions

Mapping the aerodynamic performance of representative traffic scenarios typically
requires extensive wind tunnel testing or prolonged on-road measurements. In this
study, a low-order CFD simulation was employed to model interaction effects in
proximity situations. In addition, a simplified and computationally efficient potential
flow method was applied, producing results in alignment with experimental data. The
findings demonstrate that these simplified and cost-effective methods can serve as
effective tools for analyzing proximity interactions of traffic while reducing the
expenses associated with purely experimental approaches. These methods show
strong potential for the efficient estimation of proximity effects; however, further
investigation is warranted, particularly to address crosswind conditions and variations
in vehicle geometry.
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Abstract: The vehicle market is evolving rapidly. New players are
entering the market, many variants of a vehicle are investigated prior to
freezing the design, and more. In this context, vehicle aerodynamics is
ever more crucial. It directly impacts the vehicle range and plays a major
role in meeting regulation targets. Vehicle manufacturers must also keep
in mind the need for a shorter time-to-market, where one must design
faster and not permit late-stage redesign. Therefore, faster and earlier
assessment of vehicle aerodynamics is imperative. Computational Fluid
Dynamics (CFD) has opened the door to virtual aerodynamic testing,
allowing manufacturers to test their vehicle shapes before developing a
costly and time-intensive prototype that then needs to be experimented on
using a wind tunnel. While high-fidelity CFD, such as the PowerFLOW®
software from Dassault Systémes, will remain an integral part of the
aerodynamic development process of major OEMs, the growth of
machine learning (ML) and continual improvement of its algorithms has
opened doors to speed-up computational aerodynamics, allowing
automotive manufacturers to get feedback on their vehicle design in a
matter of minutes. The current work illustrates how aerodynamic data
obtained using the Lattice Boltzmann Method with PowerFLOW®
combined with transformer-based ML can enable car manufacturers to
obtain clean 3D contour plots of the vehicle’s surface X-force (or any
other simulated quantity) distribution and the associated integrated
vehicle drag force within several minutes on a single GPU (after training
of the ML model). This represents a significant reduction in
computational cost and time.
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1 Introduction

The ground vehicle market continues to shift its focus to more energy-efficient
designs. As a result, acrodynamic performance of the vehicle is more critical than ever
in achieving range and regulatory goals. In order for a vehicle platform to reach its
aerodynamic performance targets, vehicle manufacturers must evaluate more designs
virtually. In order to meet time-to-market deadlines, there is a need to evaluate more
designs earlier in the design phase (such as the concept design phase). This is
sometimes referred to as “left-shifting” of simulation within the design cycle.

Historically, high-fidelity Computational Fluid Dynamics (CFD) tools using the
Lattice Boltzmann Method (LBM) such as the PowerFLOW® software from Dassault
Systémes have been used to virtually evaluate vehicle aerodynamics. This will remain
an integral tool in both early and late stages of the design process. In early stages of
the design process, high-fidelity CFD will be used to generate datasets with which to
train machine learning (ML) models. In later stages of the design process where the
highest level of simulation accuracy is required, high-fidelity CFD will continue to be
used to verify final designs and validate physical tests. With the growth of machine
learning surrogate models, it is possible to evaluate the aerodynamics of a vehicle
virtually in a matter of minutes [1]. This will accelerate the aforementioned “left-
shifting” of simulation within the design cycle by allowing design studios to quickly
and easily evaluate the aerodynamic performance. This will ultimately allow vehicle
OEMs to evaluate significantly more designs than they would have using traditional
CFD methods, leading to more innovative and efficient vehicles.

Vehicle OEMs have been using CFD to predict their vehicle aerodynamics
performance at different stages within the design process for decades. As a result, they
have acquired a large database of simulation results. These existing datasets can be
leveraged as a promising starting point for training ML models. Integrating new high
fidelity simulation datasets into these trained models will further enhance their
prediction capabilities.
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There has been a surge of effort in scientific machine learning for CFD in recent years
covering most aspects of CFD with varying degrees of success [2] [3] [4]. Early work
focused on the development of novel RANS turbulence model closures with more
recent extensions being developed for LES closures [5] [6] [7]. A large amount of
effort has centered on physics-informed neural networks (PINNSs) [8] [9] [10] as a way
of solving conservation equations using neural networks. PINNs have some appealing
qualities including straightforward blending of data with conservations laws, being
fully differentiable, easy adaptation to complex geometries, and the ability to easily
incorporate a variety of boundary conditions. In spite of these apparent advantages,
PINNs are not competitive with traditional solvers and remain an active area of
research. Machine learning algorithms have also been developed to discover new
discretization strategies [11], accelerate traditional solvers [12], improve mesh
generation [13] [14], discover equations from data [15], generate super-resolved flow
fields from under-resolved data [16] [17] [18] [19], and most relevant to this
manuscript, develop surrogate models [20] [21] [22] [23] [24] [25]. The majority of
the work on ML has focused on data generated from Navier-Stokes simulations
including RANS, LES, and DNS datasets. However, some recent work has emerged
on fully-differentiable Lattice Boltzmann solvers [26], learning Lattice Boltzmann
collision operators [27], and learning collision operators for the Bolztmann equation
[28]. Regardless of the algorithm used, any scientific machine learning approach is
strongly influenced by the quality of the training data. The present work uses
PowerFLOW® CFD to generate state of the art training datasets for the development
of surrogate models.

In this study, we apply a transformer-based machine learning surrogate model [25]
[29] to the design of a vehicle external surface. The input to the neural network is a
set of PowerFLOW® LBM CFD simulations applied to a sedan vehicle with varying
design changes made to the A-surface. It is important to note that this ML
methodology uses history-based data as input, meaning that geometric parameters are
not required as input to the neural network. The reference vehicle model used in the
present study is the DrivAer model from TU Munich [30]. PowerFLOW® CFD was
previously validated on this particular vehicle model [31]. The trained neural network
was used to predict the X-component of the surface force contours. This result was
then used to calculate the overall vehicle drag coefficient (Cp) via integration over the
entire vehicle surface. Both the surface X-force contours and Cp were found to be in
excellent agreement with the PowerFLOW® results, even for vehicle designs outside
of the training set. To the best of our knowledge, this is the first time an ML model
has been trained using data generated with the Lattice Boltzmann Method in the
context of vehicle aerodynamics.
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2 CFD Numerical Approach to Generate the Dataset

The design set used for training contained large changes to the vehicle A-surface,
including shape changes to the front bumper, windshield, and rear glass as well as ride
height and front wheel deflectors on/off. These shape changes were applied through a
mesh morphing technique. Figure 1 shows a subset of the designs that were used to
train the neural network. A total of 50 DrivAer designs were included in this study.

Figure 1: Subset of DrivAer designs used in study

All 50 of the DrivAer designs used in the present study were simulated using the
PowerFLOW® LBM CFD solver. A full numerical description along with information
regarding the Very Large Eddy Simulation (VLES) turbulence model can be found
within the following references [32] [33] [34] [35] [36] [37] [38] [39] .

Such a CFD approach has been extensively validated by comparison to physical test
from wind tunnel data [40] [41] [42] [43]. This gives confidence into the accuracy of
the database.

The results of these CFD simulations were used as the input dataset to the neural
network. The external aerodynamics simulation setup utilized an open-road scenario,
consisting of a large domain with a velocity inlet far upstream of the vehicle and a
pressure outlet far downstream. The walls and ceiling of the domain were modeled as
frictionless walls. The floor was modeled with a moving wall condition to match the
freestream velocity. Incompressible flow was assumed, with a freestream of U,, =
140 kph and an ambient temperature of T = 20°C. The reference area used for drag
coefficient calculation was A = 2.156 m?. For added realism, the wheels of the
vehicle were encased in a local rotating reference frame in order to simulate the effects
of rotating wheel geometry with a sliding mesh technique.
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The fluid volume was setup using a variable resolution scheme. The finest fluid cell
size was 2.5mm, applied on regions containing highly unsteady flow and/or large
velocity gradients such as mirrors, a-pillars, and wheels. The fluid and surface grid
used for simulation was generated automatically by the PowerFLOW® discretizer.
This resulted in 97M elements in the fluid domain and 7M elements on the vehicle
surface.

All of the transient CFD simulations were run for 2 seconds of physical time. The end
of the initial transient was identified using the approach described in [44]. The time-
averaged drag force for all of the simulations converged within 1 count (0.001 Cp)
accuracy with a 95% confidence interval. Figure 2 shows an example of the drag time
history plot for one of the simulations. This 50-simulation set resulted in a broad range
of time-averaged overall Cp values, ranging from 0.247 to 0.308.

Figure 2: Transient drag history plot for Run 1

Before inputting the CFD dataset into the neural network, some post-processing was
performed. The data on the surface of the vehicle directly from CFD contained around
3M points. This was too large for the neural network to run on a single-GPU card due
to memory limitations. Therefore, the per-simulation dataset size was reduced from
~3M points to 130k points via Voronoi kernel spatial interpolation [45]. Doing so
introduced a mean error of 1.73% into the interpolated dataset. All of the results
forthcoming neglect this error and compare the interpolated data (ground truth) to the
ML prediction.
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3 Machine Learning Training and Predictions

A transformer-based machine learning technique [25] [29] was used to train on the
entire vehicle surface X-force contours from the PowerFLOW® simulations. A 90-10
training-test split of the 50-simulation dataset was used, resulting in 45 training points
and 5 blind test points. Figure 3 shows the training and test loss curves where we track
the evolution of the mean squared error for the training and test sets as a function of
epoch. The training had completed after 700 epochs.

Figure 3: Training and test loss curves

The total vehicle drag force is calculated by integrating over the vehicle surface the
X-component of the force per unit area surface predictions from the machine learning
model. Analyzing both of these metrics is key to evaluating the accuracy of the model.
Figure 4 shows a comparison of the X-component of the surface force contours for
the test run that had the best Cp ML prediction. The top image shows the ground truth
result, the middle image shows the ML prediction, and the bottom image shows their
difference. The Cp error for this design point is 0.18%, indicating very good
agreement. Qualitatively, the surface X-Force contour predictions correlate well with
the ground truth. There are some minor discrepancies seen between the ground truth
and ML prediction. These differences are primarily present at regions of high
curvature, such as the front bumper, mirrors, and wheels.
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Figure 4: Surface X-Force for Run 18. This is the best prediction among all of the
test points. top: Ground truth, middle: ML prediction, bottom: difference

Figure 5 shows a comparison of the surface X-force contours for the test run that had
the worst Cp ML prediction. Even here, the ML prediction is in quite good agreement.
The Cp error for this design point is 1.00%. The discrepancies between ground truth
and ML prediction are in similar regions as the “best” run.
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Figure 5: Surface X-Force for Run 42. This is the worst prediction among all of the
test points. top: Ground truth, middle: ML prediction, bottom: difference

The overall performance of the ML model is shown in Figure 6. Here, the overall Cp
derived from the predicted X-component of surface force contours is plotted against
the Cp computed from the ground truth data. A perfect prediction would result in all
of the data points falling on the 45-degree line. The mean error for the entire dataset
(training points included) is 0.37% and the mean error for the test points only is 0.59%.
As shown in Figure 6, all of the test points land on or within the 1% error bars.
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Figure 6: ML predictions (Pred) vs. ground truth (Actual) for overall vehicle drag
(Cp) in counts. 1% error bars

It is also important to consider the ranking of designs based on an important metric
(Cp in this case). This ensures that the neural network is able to predict trends
accurately, which is key during the vehicle design phase. Figure 7 shows a ranking of
the Cp for all of the test datasets, ordered from lowest to highest. Here, the ranking
remains consistent between ground truth result and ML prediction for all of the test
points. This indicates that the trained model can predict trends accurately, even
between closely ranked designs like test points 2, 3, and 4.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Figure 7: Overall vehicle drag for test runs. Ranked in ascending order based on the
ground truth result.

4 Conclusion

Through this study, we have shown the ability for transformer-based neural networks
to successfully create surrogate models from high-fidelity LBM CFD simulations.
When applied to concept aerodynamics simulations, the key performance indicators
of overall drag and surface X-Force contours were predicted by the neural network
with a high level of accuracy. Specifically, in this study we utilized a 50-simulation
dataset with a 90-10 training-test split, resulting in 45 training points and 5 test points.
Training the model on the 3D contours of surface X-force resulted in an integrated
drag force mean error of 0.59% for the test points. Moreover, the ranking of the
different vehicle designs was accurately predicted by the ML model, ensuring that the
methodology presented in this paper offers reliable design direction.

The 3D contour predictions are made in a matter of minutes, instead of the hours
required to simulate high-fidelity CFD, providing almost instantaneous design
guidance based on vehicle drag performance. This approach will enable designers to
explore the aerodynamic impact on a wider variety of vehicle shapes in the early
stages of the design process. This was previously not possible with traditional CFD
simulation techniques.

Moving forward, the next steps are to evaluate the impact of expanding the training
set, which would potentially improve the error even further. We also plan on applying
this technique to other vehicles to ensure robustness. Finally, we would like to explore
applying this history-based neural network technique to other CFD application areas
such as acoustics and thermal applications.
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Abstract: Electrification of the public transport sector has a high potential
to reduce emissions, especially in metropolitan areas. Due to its strictly
scheduled routes and regular idle times, the public transport sector is ideal
for the use of battery electric vehicles (BEV). The energy efficiency of a
BEV can be increased by the implementation of a thermal management
system that is able to decrease the overall energy demand of the system.
The thermal management of an electric city bus controls the thermal
behavior of the components of the powertrain, such as motor and inverters
(drive and auxiliary), as well as the conditioning of the battery system.
Moreover, the heating, ventilation, and air conditioning (HVAC) of the
drivers’ front box and the passenger room play an important role for the
energy demand. In this research, the thermal behavior of the important
components of an electric city bus is modelled in MATLAB/Simscape in
co-simulation with Dymola under the influence of a driving cycle. The
heating of the components, geometry and behavior of the cooling circuits
as well as the different mechanisms of heat transfer are modelled close to
the real system. Moreover, a test setup is developed for the validation of
the simulation results. Results are presented, which show that the thermal
behavior can be modelled with high accuracy in comparison to the real
system. Moreover, potentials to reduce the overall energy demand by
improving the thermal energy flows are identified.
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1 Introduction

Road transportation is responsible for nearly 75 % of the carbon dioxide (CO,)
emissions in the transportation sector [1]. Besides passenger cars or heavy-duty
trucks, which are the largest groups, the public transport sector has an influence on
the global emissions, which must not be neglected. Therefore, decarbonization of the
public transport sector has the potential to reduce global greenhouse gas emissions
and limit the effects of climate change. With its highly scheduled routes and plannable
parking times at the depository, the operation profile of urban bus transport is
beneficial for electromobility. Therefore, numbers of newly registered electric city
buses increase in most German cities [2]. Energy efficiency is even more important
for electric city buses than for conventionally powered buses with an internal
combustion engine (ICE) with respect to the maximum range. Besides other aspects
the thermal management, namely the integration of all thermal systems has a high
influence on the energy efficiency of battery electric vehicles (BEV) [3]. The
difference with regard to conventional vehicles, where cooling of the ICE is the main
task of the thermal system, is the thermal management of the battery systems’
temperature. Depending on the ambient conditions, the battery system must be cooled
or heated [4]. Very low battery temperatures follow the decrease of the maximum
discharge power to avoid increased degradation of the battery cells. Therefore,
external heating is necessary at low ambient temperatures which causes an increase in
the overall energy demand and a decrease in the maximum vehicle range [5]. On the
other hand, lithium-ion batteries generate heat depending on the load cycle [6].
Therefore, the battery cell temperature must be limited to a temperature level of
roughly Tcep = 298.15 K £+ 10 K, especially at high ambient temperatures, which
causes an additional energy demand due to a complex cooling demand [7][8][9].
Numerous articles give an overview on the effects of inconvenient temperatures on
the battery cells as well as a review on different designs of thermal management
systems, for example Ma et al. [10]. Different approaches describe a simulative
approach for modelling thermal management of electric vehicles. Most of them focus
on passenger cars, like Kiss et al. [11], Reiter et al. [12] or Shelly et al. [13].
Otherwise, the investigation focuses on specific parts of the overall thermal system,
like the battery management system [14]. This research considers all thermal
components of the electric city bus and their thermal integration. In previous research,
the modelling of the thermal behavior of a battery electric city bus in
MATLAB/Simscape and Dymola is described [15]; the results show high accuracy
with respect to experimental results. Based on a powertrain system consisting of a
Voith electrical drive system (VEDS), a Webasto CV Standard Battery system
including battery management system (BMS) and an electrical Battery Thermal
Management (eBTM) and an Eberspédcher heating, ventilation and air conditioning
system (HVAC) the simulative results have been experimentally validated.
Nevertheless, the described simulation model has to be validated by further
experimental results, especially regarding the thermal behavior of the battery system
at inconvenient ambient conditions. This is the key aspect of the following research.
Adjustments to the former investigations are explained, mentioning changes in the
simulation model as well as modifications of the test setup for the experimental
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validation. Changes in the simulation model focus on the implementation of the eBTM
and its activation and deactivation control mechanisms at cold or hot temperatures
whereas the modification of the test setup deals with the pre-conditioning of the
battery system to reach the necessary ambient conditions. The presented results show
that the eBTM and the thermal behavior of the battery system under influence of
external heating or cooling by the eBTM can be modelled accurately with the
expanded simulation model. The summary gives an outlook on further research on
this topic.

2 Simulation Model

The simulation model is based on MATLAB/Simulink in combination with the
MATLAB/Simscape toolbox of physical systems and uses a Co-Simulation with
Dymola in combination with elements of the TIL library to implement the HVAC
system under usage of the Functional Mock-up Interface (FMI) exchange format. The
detailed description of the simulation model of the system containing the VEDS, the
Webasto battery system and the HVAC system can be seen in Schéfer et al. [15]. A
schematic overview of the system and the simulation model including the interaction
with the input signals can be seen in Figure 1.The model uses inputs as mentioned
below and calculates the mechanical, electrical and thermodynamic values of the
components.

T
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| . A 4

input vve;, ,a,p VEDS QVEDS‘

(driving cycle, (EACU, DIS, engine) "

ambient cond.
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Figure 1: Schematic overview of the system and the simulation model in
MATLAB/Simulink and MATLAB/Simscape in combination with Dymola/TIL
library [15].
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The simulation model contains a mechanical subsystem to calculate the tractive
energy demand out of a longitudinal dynamics model. Adding the auxiliaries’ power
demand, the overall energy demand can be calculated. An electrical subsystem models
the electrical behavior of the battery system, for example the calculation of the current
state of charge (SoC) or the system voltage depending on SoC and cell temperature.
A thermodynamic subsystem models the thermal behavior of each component and
provides the components’ temperatures as well as cooling or heating behavior of the
coolant. The model is tested and validated adequately for medium ambient
temperatures in which an external thermal management system for the battery system
is not necessary. Further descriptions should explain the relevant modifications for
modelling the thermal behavior and the impact on the overall energy demand of the
eBTM.

2.1 Electrical Battery Thermal Management (eBTM)

The eBTM is a thermal management module provided by Webasto for conditioning
the battery system by a liquid coolant circuit [16]. It consists of three circuits that are
modelled in the simulation model as single subsystems connected to each other by
exchange of the necessary physical variables. A schematic overview of the simulation
model of the eBTM can be seen in Figure 2. The external coolant loop connects the
coolant channels of the battery system with the eBTM and especially the heat
exchangers of the refrigerant circuit. Moreover, a pump and a high voltage heater
(HV heater) are implemented in the liquid circuit. The pump is activated when a
cooling or a heating request is sent by the battery management system, the HV heater
is only activated when a heating request is active. The HV heater provides a heating
power of Pyyneater = 10 kW . In the simulation model the external coolant loop is
connected with the battery system by an input and an output connection. The physical
values of liquid temperature, liquid pressure and volume flow are exchanged between
the subsystems. On the other side, the external coolant loop is connected with the
refrigerant loop and the heat exchangers. The refrigerant loop consists of two plate
heat exchangers operating as evaporators, a climate compressor, one plate heat
exchanger operating as condenser and a valve. In the simulation model the cooling
power is controlled by defining the compressors’ mass flow. The condenser of the
refrigerant loop is connected with an internal coolant circuit that contains a second
pump, an air-water heat exchanger and a fan.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



internal
coolant loop

o A .
. coolant, cond, in coolant, cond, out
: v

. o m
refrigerant | ¢ 1 eBTM, compr.
loop ]

. A o
i pTV pTV ,
‘coolant, evap, out coolant, evap, in 1 .

| v D, ET' 174

coolant, eBTM, in

<
external N
coolant loop

battery
system

v

_______________________________________________ BT,V

coolant, eBTM, out

Figure 2: Schematic overview of the eBTM including the interfaces of the circuits in
the simulation model.

Battery heating

Battery heating is realized by an HV heater implemented in the external coolant liquid
cycle of the eBTM. In the simulation model, an external heat source is added to heat
the coolant within the external coolant loop subsystem. The parameterization enables
the accurate reproduction of the real system’s thermal response. A subsystem named
‘control eBTM’ includes the logic to activate and deactivate heating based on simple
MATLAB/Simulink paths. Heating is activated if the condition (lowest cell
temperature Teey min < Tceiimin.timit,1> activation temperature heating) is active and
deactivated if the condition (lowest cell temperature Tcepmin > Tcetminiimit,2>
deactivation temperature heating) is fulfilled. Moreover, the power demand of the
HV heater is added to the overall power demand of the system and influences the
battery capacity and the SoC.

Battery cooling

The cooling behavior of the eBTM is controlled by adjustment of the cooling power
of the refrigerant compressor. Cooling is activated if the maximum cell temperature
is above the limit (T¢eymax > Tcetmax.imit,1» activation temperature cooling). A
defined target temperature for the coolant outlet temperature T¢ oprm out SetPoint 1S
implemented and must be reached. In the simulation model the control behavior is
reached by adjustment of the mass flow of the refrigerant compressor. The necessary
mass flow is calculated in the ‘control eBTM’ subsystem and is proportional to a
certain cooling power and a power demand of the refrigerant compressor
Peompr,esrm- The cooling mode is deactivated if the maximum cell temperature
decreases below a certain value (Tce max < Tcelimax.1imit,2» d€activation temperature
cooling). The control loop of the battery cooling can be seen in Figure 3.
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Figure 3: Structure of the control loop of the simulation model of eBTM cooling
depending on activation due to high cell temperatures.

Both operating modes of the eBTM depend on basic criteria that must be fulfilled and
are defined in the ‘control eBTM’ subsystem such as activation of the electric
connection with the battery system and a minimum available energy in the battery
system.

3 Model Validation

The experimental validation of the simulation model is done at the powertrain test rig
of the Institute of Automotive and Powertrain Engineering at Helmut Schmidt
University in Hamburg (HSU). A detailed description of the test rig and the test setup
can be seen in Schifer et al. [15]. The necessary modifications done in this research
focus on the battery system. The battery system platforms’ dimensions are V =
3.20 m * 2.40 m * 0.60 m = 4.61 m3. The platform is enclosed in a construction of
sandwich profiles manufactured of 40 mm of Polyisocyanurat foam with a thermal

conductivity of A = 0.55 —=

mK
institutes’ power and inertia test rig (PAISI) on the left side as well as the enclosed

battery system in detail on the right side. The eBTM, due to its interaction with the
environment, and the vehicle interface box (VIB), which establishes the connection
between the battery system and the power electronics of the VEDS, are located outside
of the housing.

. Figure 4 shows an overview of the test setup at the
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Figure 4: Modified test setup for the experimental validation of the modelled system
on the PAISI of the Institute of Automotive and Powertrain Engineering (left).
Components: (1) electric machines, (2) axle, (3) electric motor, (4) power
electronics, (5) battery system, (6) HVAC system.

Detailed view on the thermal isolated battery system (right).
Components: (7) eBTM, (8) VIB.

The setup enables the preconditioning of the battery system at different ambient
temperatures. The preconditioning is done before the test starts. During this time
period the eBTM is deactivated by interrupting the power supply. Otherwise, the
eBTM would be activated too early and prevent preconditioning. Two different
procedures have to be established in order to cool down or heat up the ambient
temperature within the housing. The different approaches can be seen in Figure 5.

Preconditioning: Cooling

In order to reduce the temperature of the battery system the cold-water circuit of the
HVAC system of the test setup is used. It is connected detachable to the cooling circuit
of the battery system by a lockable T-connection. Once the target temperature is
reached, the connection is closed and the system’s initial state is restored. The coolant
temperature reaches values of Ty yp our = 277.15 K.

Preconditioning: Heating

To increase the ambient temperature of the battery system in the housing a heat blower
is installed that supplies hot air. A target inlet temperature of Tgpp par,in = 318.15 K
is adjusted and verified by a temperature sensor. Under this condition, a constant
ambient air temperature inside the housing is reached and monitored by two additional
temperature sensors at two different places in order to identify a homogenous
temperature distribution. The increased ambient temperature follows an increase in
the battery cell temperature. Once a certain value is reached the test can be started.
The blower stays operational in order to maintain the ambient temperature at a
constant level.
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Figure 5: Implementation of the preconditioning at the test setup (heating and
cooling of the battery system).

4 Simulation results

The high accuracy of the mechanical, electrical and thermal subsystem under neutral
ambient conditions (T, = ~293.15 K) is already described in detail in Schéfer et
al [15]. The following evaluation is focused on the thermal effects affecting the battery
system at low or high ambient temperatures with focus on the additional energy
demand due to the activation of the battery thermal management system.

4.1 Low ambient temperatures

The simulation of the battery system at low ambient temperatures uses the initial
temperature values of the system validation for battery cell temperature as well as the
coolant temperature in the battery system that are reached under influence of the
described cooling procedure. The ‘control eBTM’ subsystem acts similar to the real
system and reacts to the heating request of the BMS because of the low battery cell
temperature. Figure 6 shows the key figures of the thermal behavior of the battery
system based on the defined driving cycle v,,.p, (t) in comparison of simulation values
and measurement data of the experimental validation. The external high voltage heater
is activated due to the low initial battery cell temperature with a delay caused by the
timespan to start and connect the system. The energy demand is Pyypeqter = 10 kW.
When reaching the defined cell temperature, it is deactivated and the energy demand
1S zero again.
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Figure 6: Simulation results in comparison to measurement data of the experimental
validation at low ambient temperatures. Driving cycle v,,p, (t), power demand of
HV heater Pyypeqater (), battery coolant temperatures T¢ oprp (t) and battery cell

temperatures T,y (t) during heating period.

The comparison of the simulation results and the experimental values show a high
accuracy regarding the thermal key figures. Considering the additional energy demand
of the HV heater W, yypeqter (calculation in (4.1) and (4.2)) a deviation between the

measured and the simulative results of < 2 % can be seen.

Wel,HVheater,sim = fPHVheater,sim =246 kWh 4.1)

Wel,HVheater,meas = fPHVheater,meas = 2.50 kWh (4.2)

Moreover, the temperature curve of the coolant temperature shows a similar heating
trend, where it should be noted that the gradient of the simulative coolant temperature
increase at the beginning is higher than the measured result. A need for further
refinement in the parameterization of the heat transfer between the HV heater and the
coolant has been identified. Nevertheless, the increase in battery cell temperature can
be represented with high accuracy.
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4.2 High ambient temperatures

For simulating the thermal behavior under high ambient conditions, the initial state is
defined by the high-temperature measurement obtained from the specified heating
procedure. The BMS sends a cooling request that activates the eBTM in cooling mode.
The eBTM control acts to reach a defined target liquid temperature at its outlet of
Tc eprmout = 298.15 K in order to limit the battery cell temperature. Undercooling is
not targeted to avoid efficiency losses of the battery system or even its damage. The
control structure is discrete and results in a stepped power demand of the refrigerant
compressor of the eBTM which is shown in Figure 7. Moreover, an oscillating coolant
temperature T¢ .pry can be seen because of the dynamic cooling behavior of the

eBTM.

Figure 7: Simulation results in comparison to measurement data of the experimental
validation at high ambient temperatures. Driving cycle v,,.p, (t), power demand of
eBTM compressor Peompr, eprm (t), battery coolant temperatures T¢ gy (t) and
battery cell temperatures T¢y; ().

The comparison of the temperature values shows a high accuracy in the trend of the
temperature decrease. The decrease of the simulated battery cell temperature shows a
premature behavior that must be investigated. That follows a premature deactivation
of the cooling system by reaching the target temperature of the battery cells. The
additional energy demand W, compr. eprm 18 calculated in (4.3) and (4.4) and therefore

varies by values of roughly 10 %.
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Wel,compr.,eBTM,sim = chompr.,eBTM,sim = 0.27 kWh (4-3)

Wel,compr.,eBTM,meas = chompr.,eBTM,meas = 0.30 kWh (4.4)

5 Summary / Conclusion

The results show that the thermal behavior of the components of a battery electric city
bus, especially the calculation of the thermal key values of the battery system and its
thermal management, can be modelled in MATLAB/Simscape. In addition to the
results presented in the previous work by Schifer et al. [15], the thermal behavior of
the battery system at inconvenient ambient temperatures is validated by experiments
on the test rig under usage of a modified test setup. In previous research, potentials
have been identified to decrease the overall energy demand by combining the thermal
liquid circuits and using synergy effects. The next step is the implementation of a
thermal management module developed by Eberspécher to exploit the potentials and
the implementation of this thermal management system in the simulation model
including the experimental validation. Exemplary potentials to reduce the overall
energy demand are the utilization of the engines’ waste heat or the conditioning of the
battery system under usage of the hot and cold liquid circuit of the HVAC. Factors
such as passenger comfort and energy efficiency must be brought to harmony. The
simulation model should identify an optimized operating strategy using the available
heat flows to minimize the energy demand. The superior goal of the research is to
increase the efficiency of the system and the busses range by decreasing the overall
energy demand under influence of a certain driving cycle and certain ambient
conditions.
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Abstract: Under specific driving conditions, the airflow passing through the
vehicle's side mirrors can generate high-frequency noise with narrowband
frequency characteristics, commonly referred to as whistling. The causes of
whistling are multifaceted and include factors such as gaps, shape, and periodic
airflow motion. Different mechanisms of whistling generation necessitate distinct
solutions. In this paper, whistling was detected during subjective evaluation in the
wind tunnel. Through wind tunnel testing and acoustic array analysis, the
frequency of the whistling was identified, and the airflow velocity and yaw angle
were determined. Subsequently, numerical analysis of the wall-bounded airflow
near the side mirrors was conducted using a transitional transport function
incorporating intermittency and momentum thickness Reynolds number
corrections. The analysis revealed that the separation and reattachment of the
laminar boundary layer led to localized turbulence enhancement, which was
identified as the cause of whistling. Based on these findings, two optimization
schemes for promoting early transition of the laminar flow were proposed and
validated through simulations. The simulation results demonstrated that designs
incorporating steps or modifications to surface roughness could effectively
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prevent the separation of the laminar boundary layer, thereby eliminating the
generation of whistling. Moreover, the simulation results were found to be
consistent with the experimental findings. This study not only elucidated the
mechanism of whistling generation due to the shape of the side mirrors but also
provided a theoretical basis and technical support for the design optimization of
vehicle side mirrors.

1 Intruduction

As a complex mechanical system, a vehicle generates noise from multiple sources.
While traditional automotive noise arises from the powertrain, tires, and aerodynamic
effects, wind noise has become increasingly dominant, particularly with the growing
use of high-speed urban roads and electric vehicles. The absence of engine noise in
electric vehicles further amplifies the perception of wind-induced sound, making
aerodynamic noise control a critical factor in enhancing in-cabin sound quality. Wind
noise control typically involves three main strategies: leakage sealing, acoustic
package design, and aerodynamic shape optimization. Leakage control focuses on
sealing elements like glass and door seals; acoustic packages address broadband
insulation, especially across firewall and floor panels. In contrast, aerodynamic shape
design targets unsteady flow phenomena around exterior features-most notably the A-
pillar and rearview mirror, which are known contributors to wind noise. Among these,
the rearview mirror is particularly sensitive due to its protruding geometry. Unlike
sealing and acoustic strategies, mirror-induced whistling noise lacks a well-
established theoretical framework. Whistling is often triggered by shear flow
instabilities when the flow reaches a critical velocity. Chanaud!!! classified flow-
induced feedback mechanisms into three types: Type I involves purely hydrodynamic
feedback from vortex shedding; Type II includes near-field acoustic feedback; and
Type III covers far-field acoustic feedback, such as cavity resonance. Rearview mirror
whistling is generally associated with Type II or III, due to its coupling of flow and
sound. Although aerodynamic noise has been widely studied, mirror-specific
whistling research remains limited. Prior works have examined general flow
instabilities. Hucho!?! discussed some fundamental mechanisms of fluid, but this is
usually limited to the development of laminar and turbulent boundary layers on flat
plates or general shapes (airfoils or cylinders). Lucas believes that the basic
excitation mechanisms of whistling are mainly divided into mixing layers, jets, wakes,
vortices, and cavities. Yang!*! analyzed the feedback mechanism and considered that
the characteristic steps of feedback are the process of vortex generation, vortex
shedding, aerodynamic noise generation, vortex regeneration, re-shedding, and
aerodynamic noise regeneration. Vaik>%! studied an edge-tone configuration, which
consists of a planar free jet impinging on a wedge-shaped object. They conducted a
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parametric study on the velocity profiles of different types of jets by changing the
average exit velocity of the jet and the distance from the nozzle to the wedge
configuration, and proposed a set of formulas for predicting the frequency of edge
tones. Sun!’! investigated the flow instability of a two-dimensional open cavity by
varying the free-stream Mach number from 0.1 to 1.6 and provided stability curves
over a wide range of Mach and Reynolds numbers. Yamouni'®! conducted a global
stability analysis of open cavities, explaining that under incompressible conditions
(Ma<0.3), the flow is affected by global instabilities due to the Kelvin-Helmholtz
effect in the shear layer and, this instability is intensified by fluid dynamic pressure
feedback. Under compressible conditions, as the Mach number decreases, all unstable
global modes gradually transition to incompressible (Ma>0.3) shear layer modes.
Lounsberry® experimentally studied the fluid changes in the laminar separation
region on the rearview mirror housing. The boundary layer starts as laminar and then
transitions to turbulent, and attempts were made to induce turbulence in the boundary
layer early to eliminate whistling. Huang Lina!'” used the oil flow method in wind
tunnel tests to observe the flow state on the vehicle's longitudinal symmetry plane and
the side window position of the rearview mirror, but did not observe and analyze the
flow phenomena on the surface of the rearview mirror. Guan Peng et al.'! analyzed
and optimized whistling and broadband noise through a combination of simulation
and experiments, but did not find a specific method for analyzing rearview mirror
whistling. Jiang Zuxiao et al.['?! measured the aerodynamic noise characteristics in the
rearview mirror wake region through wind tunnel tests, analyzed the noise
performance of the rearview mirror at different vehicle speeds, and solved the
rearview mirror whistling problem through experimental research. Wu Haibo et al.['*]
used a new transition model to simulate the fluid changes in the laminar boundary
layer on the rearview mirror surface and validated the effectiveness of the method
through wind tunnel tests. However, none of the above studies have provided a
comprehensive explanation of the rearview mirror shape whistling problem.

In this study, wind tunnel experiments on a clay prototype vehicle revealed a whistling
phenomenon at specific flow speeds and yaw angles. Acoustic arrays were used to
localize the sound source and identify its narrowband frequency. The cause was traced
to geometric features of the rearview mirror. A numerical simulation using the Local
Correlation-based Transition Model (LCTM) was conducted to analyze shear stress,
momentum thickness, and turbulent kinetic energy near the mirror surface. The results
showed that laminar boundary layer separation and reattachment led to localized
turbulence amplification, which triggered the whistling. Based on the findings, two
design strategies-introducing a step and modifying surface roughness-were proposed
to promote early transition and prevent separation. Wind tunnel validation confirmed
the effectiveness of these solutions, providing practical guidance for the aerodynamic
design of noise-optimized rearview mirror.
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2 Problem identification and diagnosis

2.1 Problem identification

2.1.1 Test facility

The experimental tests were conducted at the Full-Scale Aeroacoustic Wind Tunnel
of the Shanghai Ground Transportation Wind Tunnel Center, Tongji University. This
facility is a 3/4 open-return wind tunnel with three open sides at the nozzle and one
side connected to the ground. During testing, the prototype vehicle was fixed at the
center of the turntable located on the wind tunnel balance platform. For this study,
both the boundary layer suction system and the moving ground belt were deactivated
during operation, as per standard acoustic testing protocols!!#!.

2.1.2 Subjective and Objective Evaluation

The evaluation was divided into two parts: subjective assessment and objective testing.
Subjective evaluation focused on the overall perception of the external acoustic field
in the wind tunnel under different speeds and yaw angles. Objective testing included
external field measurements and acoustic imaging to verify the presence and
characteristics of aerodynamic noise.

Based on the known generation and propagation mechanisms of aerodynamic noise,
the tests considered the following key factors:

(1) Aerodynamic noise becomes dominant at high speeds, typically above 100 km/h.

(2) Crosswind conditions not only affect driving stability but also significantly
influence wind noise characteristics. Therefore, yaw angles were introduced during
the tests.

Accordingly, the subjective evaluation was conducted at speeds between 100 km/h
and 140 km/h and yaw angles of £5° and +10°. During evaluation, a distinct whistling
noise was audibly detected on the right-hand side of the vehicle exterior when the yaw
angle was -5° and the wind speed approached 125 km/h.

To confirm the existence of the whistling noise, objective testing was conducted. The
center of the balance turntable was defined as the origin (0, 0, 0), with a diameter of
11 m. The X-axis pointed from the nozzle toward the collector, while the Y-axis was
perpendicular to it. Two free-field microphones were placed symmetrically at a height
of 1.2 m from the ground, located at coordinates (0, £6 m, 1.2 m), as illustrated in
Figure 1.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Figure 1: Schematic diagram of the test setup

The data acquisition period was 10 seconds, and the frequency range for noise analysis
was 500-10,000 Hz. The FFT results are shown in Figure2.

Figure 2: SPL results from external flow-field microphones

As shown in Figure 2, the sound pressure level (SPL) on the vehicle’s right-hand side
generally decreases with increasing frequency. However, a narrowband peak is
observed at 6668 Hz, where the right-side SPL is 8.3 dB(A) higher than the left side.
This result aligns with the subjective evaluation, confirming the presence of a
whistling noise originating from the vehicle's right-side exterior flow field.

2.2 Diagnostic Process

Whistling noise can originate from various aerodynamic sources, including gap-
induced whistling, geometry-induced resonance, and periodic flow instabilities. To
identify the precise source and location of the noise, multiple experimental techniques
were employed within the wind tunnel.
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2.2.1 Acoustic Array Testing

An acoustic array is a visual-acoustic measurement system composed of multiple
synchronized microphones, as illustrated in Figure 3. It can generate acoustic images
or animations to help localize and characterize noise sources. In this study, a 120-
channel spiral microphone array was positioned on the right-hand side of the test
vehicle, carefully placed outside the influence of high-speed airflow.

Targeted acoustic imaging and scanning were performed for key regions including the
front grille, front wheels, and rearview mirror. The objective was to identify the spatial
distribution of aerodynamic noise across these areas.

Figure 3: Acoustic array test setup Figure 4: Acoustic imaging result from
microphone array

The measurement results from the acoustic array are shown in Figure 4. A clear tonal
peak was observed in the frequency band between 6149 Hz and 7095 Hz, consistent
with the previously identified peak at 6668 Hz from the external field SPL
measurements. These findings strongly confirm that the whistling noise originates
from the rearview mirror region.

2.2.2 Source Confirmation of Whistling Noise

Following the acoustic array localization, the rearview mirror was confirmed as the
origin of the whistling noise. However, the exact noise generation mechanism
remained unclear. Based on structural analysis, two possible mechanisms were
hypothesized: gap-induced whistling and geometry-induced resonance. To eliminate
the first possibility, all gaps on the mirror surface were sealed with adhesive tape to
block airflow entering internal cavities. After sealing, the whistling noise persisted
during testing. Therefore, the source was attributed to an unfavorable surface
geometry, suggesting that the noise was primarily caused by geometry-induced
whistling.
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3 Analysis of Underlying Mechanism

3.1 Linear Stability Theory

Boundary layer disturbances are inherently complex, and the transition from laminar
to turbulent flow remains a key topic in fluid dynamics. Among various predictive
models, linear stability theory (LST) is one of the most widely used. LST assumes
that disturbances superimpose linearly on a steady base flow and that their amplitudes
are sufficiently small not to affect the mean flow. Under this framework, the flow can
be decomposed into a base state and small-amplitude perturbations, often expressed
as temporal or spatial waves. By examining the growth rate of these disturbances, LST
provides a theoretical means to predict flow instability onset conditions!>].

Although LST cannot fully describe the physical mechanisms of transition or predict
nonlinear developments, it remains a powerful tool in understanding early-stage
instability and guiding flow control strategies. It has also helped researchers analyze
natural and bypass transition processes by capturing the evolution of Tollmien—
Schlichting (T-S) waves and their interaction with vortical structures!'¢),

3.2 Tollmien—Schlichting (T-S) Waves

According to Chanaud’s classification of whistling mechanisms, the rearview mirror
noise can be attributed to a Type II feedback loop. This involves laminar boundary
layer instabilities triggered by external disturbances, which manifest initially as two-
dimensional T-S waves. These waves propagate along the surface, gradually evolving
into three-dimensional structures, inducing low-amplitude pressure fluctuations while
the flow remains nominally laminar.

As disturbances amplify, secondary instabilities emerge, generating turbulent patches
and localized noise radiation. Part of the acoustic energy feeds back into the upstream
flow, promoting earlier transition to turbulence near the mirror front. The resulting
turbulence further energizes the feedback loop, forming a self-sustained T-S cycle that
leads to discrete tonal peaks in the sound spectrum——characteristic of aerodynamic
whistling consistent with Type II resonance.

This phenomenon, first hypothesized by Prandtl and later formalized by Tollmien and
Schlichting!!”!, forms a natural instability pathway in low-turbulence environments.
In particular, laminar separation bubbles provide a fertile ground for T-S wave
amplification, with separation and reattachment enhancing the flow’s receptivity to
acoustic excitation. Such feedback between unstable shear layers and surface
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geometry drives the sustained tonal noise observed in this study.

The interaction between weak acoustic perturbations and transitional shear layers not
only underscores the sensitivity of the boundary layer to external forcing but also
demonstrates how seemingly minor acoustic energy can reinforce turbulence. This
feedback loop offers critical insight into the physical mechanism behind mirror-
induced whistling and supports the use of T-S wave theory in aerodynamic noise
diagnostics.

4 Numerical Analysis

In aerodynamics, transition is typically the result of flow instability, where small
disturbances grow exponentially and ultimately trigger nonlinear breakdown into
turbulence. One key mechanism is separation-induced transition, in which a laminar
boundary layer separates under an adverse pressure gradient. Transition then develops
within the detached shear layer, and the now-turbulent boundary layer may reattach
under a strong favorable pressure gradient.

In this study, a transition model based on turbulence modeling was applied—
specifically, the Local Correlation-based Transition Model (LCTM). The LCTM is a
transport-equation-based model that relies exclusively on local flow variables,
enabling efficient and practical integration into Reynolds-Averaged Navier—Stokes
(RANS) simulations. It is particularly well-suited for predicting transitional flows
where laminar regions exist within a predominantly turbulent boundary layer, as is
common in aerodynamic whistling problems.

4.1 y — RegyTransition Model

The LCTM adopted in this study is based on the two-equation correlation-based
transition model developed by Menter et all'®'). This hybrid model retains the
original turbulence model formulation near the wall and modifies it in the outer
boundary layer to account for transition onset and progression. The governing
transport equations for intermittency (y) are expressed as:

2(px)
%+V'(pUK)=V'<(M+Z—;)VK>+PK—DK (1)

9(pw) . —v. He Yp _ 2
o TV (pUw) =V <(M+UK)V(1)>+WP,C Bpw* +...
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+2(1-F) "‘;‘”2 Vi: Vo Q)
The terms, P.and D, in the model represent the production and dissipation of
turbulent kinetic energy. p denotes the fluid density. U is the velocity field. p, is
the turbulent viscosity. w 1is the specific dissipation rate of turbulence.

The baseline turbulence model is inherently suitable for fully turbulent boundary
layers. However, to accurately simulate laminar boundary layers and transitional
regions, modifications to the production and dissipation terms of turbulent kinetic
energy are required. For this purpose, a variable known as turbulence intermittency
(v) is introduced, which represents the time-averaged fraction of turbulent fluctuations
within the boundary layer.

a(py) U, U
— TV -(pUy) =V ((u+a—i)V)/)+Py—Dy (3)

d(pw)
ot

+V-(pUw)=V- ((y + f) m) + leK — Bpw? +2(1 — F)) 2222 vk: Vw(2)
K t

w

The terms , P.and D, in the model represent the production and dissipation of

turbulent kinetic energy. p denotes the fluid density. U is the velocity field. p, is
the turbulent viscosity. w is the specific dissipation rate of turbulence.

The baseline turbulence model is inherently suitable for fully turbulent boundary
layers. However, to accurately simulate laminar boundary layers and transitional
regions, modifications tu the production and dissipation terms of turbulent kinetic
energy are required. For this purpose, a variable known as turbulence intermittency
(y) is introduced, which represents the time-averaged fraction of turbulent fluctuations
within the boundary layer. Thr transport equation for intermittency is expressed as:

7]
%+v-(pw)=v-<(ﬂ+g—;)Vy>+Py—Dy (3)

The production term of turbulence intermittency y governs the length and onset of
the transition region P, . It is defined as:

Py = FlengthcalpS(VFonset)o's(1 - Cel)/) (4)

Here, S is the local strain rate magnitude. Fiengen is @ non-dimensional function
controlling the length of the transition region. F,,s.; 1s another non-dimensional
function used to control the onset location of transition. Both of them are non-
dimensional functions used to control the intermittency transport equation within the
boundary layer. They modulate the growth and onset of intermittency based on local
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flow conditions. The destruction or relaminarization source term in the intermittency
equation is defined as:

Dy = co2pQY Feyrp (Ce2y — 1) (5)

Here, Q represents the vorticity magnitude, which serves to prevent the destruction
of intermittency in the freestream caused by high strain rates. The model constant:

Cq1 = 2.0, ¢4y = 0.06, It controls the strength of the destruction term and ensures

that the entire term remains less than the turbulent Prandtl number c,; = 1.0, ¢, =
50.0. It sets the lower bound of intermittency, and a threshold value of 50 is
sufficiently low to preserve laminar flow in the boundary layer. F,,.,It is used to
deactivate the destruction term in fully turbulent regions!'®!.

4.2 Numerical Simulation Model

To reproduce the whistling caused by the rearview mirror geometry, a simplified
vehicle model was constructed. Non-critical features such as the front grille,
underbody, and minor grooves were sealed to reduce computational cost. Key flow-
affecting elements—such as the A-pillar, windshield, and detailed mirror geometry
(gaps, steps)—were retained. A half-car model was used based on wind tunnel
observations indicating whistling on the right side. The computational domain was
defined with the inlet placed 4 car lengths ahead of the front, the outlet 8 car lengths
downstream, lateral boundaries 5 car widths from the side, and the top boundary 8 car
heights above the roof. The setup is shown in Figure 5, and boundary conditions are
listed in Table 1. According to wind tunnel data, the inlet velocity was set to 125 km/h,
and the outlet pressure was set to 0 Pa.

Figure 5. Computational domain of the numerical simulation model.

Table 1. Boundary conditions of the numerical simulation model.

Boundary Type Rematks
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Inlet Velocity inlet 145km/h, non-reflecting

Outlet Pressure outlet 0 Pa, non-reflecting
Symmetry

Side boundary slide
condition

Table 2 summarizes the numerical discretization schemes used in the simulation.
Table 2. Discretization schemes employed in the CFD simulation.

Equations Scheme
interpolationSchemes linear
snGradSchmes limited corrected 0.33
gradSchemes cellLmited Gauss linear 1

div( phi, U):bounded Gauss
divSchemes linearUpwindV grad(U)

bounded Gauss upwind
Gauss linear limited corrected

laplacianSchemes 0.33

To accurately capture the flow near the rearview mirror, local mesh refinement was
applied to critical components including the mirror body, A-pillar, and windshield.
Table 3 presents the mesh parameters used. The maximum surface mesh size in the
computational domain was set to 512 mm. A total of 12 prism layers were generated
near walls to resolve boundary layers, with the first-layer height of 0.01 mm and a
growth rate of 1.2.

Table 3. Mesh parameters of the simulation model.

Main parameters

Min_0.25
Rearview mirror H2OMM Bont side window glass 1mm
Max_0.5mm
A/B pillars & rain strips ~ 1mm Rear window glass 2mm
Windshield 8mm Remaining areas 20mm

To better capture the whistle-generating flow near the side mirror, the mesh around
the mirror was refined with 15 boundary layer layers, starting from a first-layer height
of 5e-6 m and a growth rate of 1.3. A local refinement zone of 4 mm was also added
near the mirror.

4.3 Flow Field Analysis
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Using the LCTM transition model, simulations were conducted under a 125 km/h inlet
velocity and a yaw angle of -5 degree, with 5000 steady-state iterations. Flow
characteristics near the side mirror were evaluated via wall shear stress, momentum
thickness, and turbulent kinetic energy (TKE) to assess the potential for tonal noise
generation.

4.3.1 Wall Shear Stress

Figure 8 presents the surface velocity contour around the side mirror. As shown in the
red-circled region, there is a notable reversal in wall shear stress direction (from
negative to positive), indicating a progressive deceleration of near-wall airflow,
potentially down to zero velocity- as further illustrated in the velocity field in Figure
7. This variation in velocity results in a local increase in wall shear stress, suggesting
that intermittency in the laminar boundary layer is beginning to rise in this area.

Figure 6. Wall Shear Stress Figure 7. Surface Velocity
4.3.2 Momentum Thickness

As shown in Figure 8, the momentum thickness decreases after initially increasing,
indicating a transition from laminar to turbulent boundary layer. The enhanced
momentum mixing due to velocity fluctuations in the turbulent layer leads to an
increase in momentum thickness. In other words, the variation in momentum
thickness reflects the occurrence of boundary layer separation. Momentum thickness

is closely related to surface drag. According to the von Karman integral relation, its

rate of change is directly linked to wall shear stress-consistent with the changes
observed in shear stress in Figure 6. Furthermore, Figure 7 shows a sequence of
thickening followed by thinning of the momentum thickness. This trend confirms that
increased momentum loss within the boundary layer causes separation, which
significantly raises drag and reduces flow efficiency. When flow velocity drops to zero,
momentum thickness reaches its maximum. However, as turbulence intensity and
momentum transfer improve, the flow reattaches to the mirror surface. This also
suggests that the intermittency criterion within the governing function is no longer
satisfied-intermittency gradually returns to zero, deactivating Equation (4), allowing
the boundary layer to thin out and re-laminarization.
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Figure 8. Momentum Thickness
4.3.3 Turbulent Kinetic Energy

TKE influences eddy viscosity and boundary layer stability, directly impacting
transition onset and extent. According to Eq. (4), its distribution is critical for
transition prediction. The adopted transition model incorporates separation-induced
correction terms to better capture TKE evolution near the mirror.

TKE distribution indicates weak turbulence on the mirror surface, suggesting possible
transition or laminar separation. The low TKE levels imply the boundary layer

remains largely laminar, with instabilities likely triggered by T-S waves. Combined

with the momentum thickness variations in Figure 7, the flow is inferred to separate
and reattach, enhancing turbulence and pressure fluctuations. This behavior is
consistent with the generation of tonal noise and potential acoustic feedback.

Figure 8. Turbulent Kinetic Energy

5 Optimization

Two mirror modification strategies were proposed to suppress tonal noise: (a)
introducing a surface step to trigger early transition, preventing laminar separation;
and (b) increasing surface roughness to promote flow attachment and reduce
sensitivity to small disturbances. The modified areas are indicated by green lines in
Figure 9.
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(a) Step Addition Design (b) Rough Surface Design

Figure 9 Modified Mirror Configurations
To verify the effectiveness of both designs, wind tunnel tests were conducted. As
shown in Figure 10, neither modified mirror exhibited tonal noise, confirming the
suppression of shape-induced whistling.
60
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Figure 12 Wind Tunnel Test Results at 140 km/h and -5° Yaw
Based on the previous analysis, numerical simulations were conducted under the test
condition of 140 km/h and -5 degree yaw. Flow field results confirmed the role and
variation of key parameters during the laminar-to-turbulent transition, offering a
predictive approach for early-stage design against tonal noise.

6 Conclusion

This study identified tonal noise issues around the vehicle's side mirror using wind
tunnel experiments and investigated the underlying mechanisms via the LCTM
transition model. The main conclusions are as follows:

(1) Whistling Identification:

Wind tunnel testing revealed that at 140 km/h and -5degree yaw, the SPL at 6668 Hz
was significantly higher than adjacent frequencies, with a peak difference of

8.3 dB(A), confirming the presence of tonal noise on the right side-consistent with
subjective evaluation.

(2) Mechanism Determination:
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Simulations using the LCTM model analyzed wall shear stress, momentum thickness,
and turbulent kinetic energy. Results indicated that the primary cause of mirror-
induced tonal noise was laminar boundary layer separation and subsequent
reattachment on the mirror surface.

(3) Design Optimization:

Two mirror design optimizations were proposed. Adding a step to promote early
laminar-to-turbulent transition. Introducing surface roughness via an L-shaped feature
to trigger transition. Both approaches were validated by wind tunnel tests to
effectively eliminate tonal noise.

(4) Engineering Implications:

The combined use of simulation and experimental validation effectively resolved the
mirror tonal noise issue. This approach is particularly suitable for early-stage vehicle
development. Given the diversity of tonal noise types and mechanisms in vehicle
design, future work can explore advanced simulation techniques and optimization
algorithms to further refine prediction accuracy and coverage.
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Abstract: The unsteady wind conditions encountered by a vehicle whilst
driving on the road are different from those typically experienced in the
steady-flow wind tunnel development environment. This paper presents
an experimental comparison using two large SUV-shaped vehicles to
assess the effect of unsteady wind on modulated noise performance across
different vehicle architectures. Both vehicles were also examined with a
series of non-production geometric modifications to assess their
contribution to modulated noise. The vehicle responses to unsteady wind
conditions were assessed using a dynamic upstream unsteady flow
generated by active side wind generator of the FKFS wind tunnel. The
pressure distribution on the front side glass of both vehicles in the straight-
ahead position was also examined to identify the differences in
aerodynamic interactions with turbulent inflow between the two vehicle
models. The results highlight the geometry-dependent factors that
influence both sound levels and modulation characteristics perceived in
the cabin under unsteady inflow condition. The tested vehicle with a
steeper A-pillar and larger mirror exhibited stronger self-induced
unsteadiness and broadband modulation. Conversely, the tested vehicle
with a shallower A-pillar and smaller mirror, demonstrated greater
sensitivity to upstream turbulence with narrower and low-frequency
modulation.
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1 Introduction

The unsteady wind noise of a large SUV-shaped vehicle and its modulation
characteristics has been examined in previous work by the authors [1]. The present
study extends that investigation by including a second vehicle with a different
geometry. The unsteady wind conditions experienced by a vehicle whilst driving on
the road are different to those typically experienced in the steady-flow wind tunnel
environment, due to turbulence in the natural wind, moving through the unsteady
wakes of other road vehicles and travelling through the stationary wakes generated by
roadside obstacles. Various studies have explored this phenomenon, as summarised
comprehensively by [2].

The unsteadiness of the natural wind can create fluctuations in both speed and flow
direction over the vehicle, which directly affects the separated flow structures around
the side glass region [3]. These structures can generate strong aeroacoustic sources
near the vehicle occupants, particularly in regions with greater flow separation [4].
The interaction of this unsteadiness with the vehicle surfaces results in temporal
variation in the cabin noise, perceived as modulation or ‘bluster’ by the occupants.
Previous studies comparing the impacts of the unsteady on-road environment on wind
noise, using road tests, have been published by [5 - 7].

There has been increased interest in the development of controlled approaches to
generate unsteadiness of the natural wind environment as experienced by a vehicle,
providing improved reproducibility over on-road tests. Active lift-based devices have
been shown to be the most capable of generating the levels of unsteadiness and the
longer length scales observed on-road [8 - 10]. The FKFS Swing system [11] is an
example of a full-scale active lift-based system, which is the basis of the present study.
This has been shown to reproduce the levels of unsteady wind noise as experienced
on-road through dynamic yaw variation up to 10 Hz.

The aeroacoustic response of a vehicle is also strongly influenced by the local
geometry that influence the flow field disturbances around it [12]. The A-pillar flow
separation region is known for producing a persistent and complex flow structure,
generating strong surface pressure fluctuations and broadband noise, particularly
under unsteady conditions [13, 14]. The side mirror, often treated as a bluff body, has
geometry and placement that significantly affects vortex shedding and its interaction
with the A-pillar wake. Modifications, including those such as inner ducts [15], have
been shown to reduce sound pressure levels by stabilising flow and suppressing vortex
formation near the mirror-pillar interface.

This work presents the use of an experimental approach, following the methodology
described in [1], applied to two SUV-shaped vehicles with distinct A-pillar and side
mirror geometries. Both interior sound and exterior surface pressure fluctuations were
measured to examine the geometry-dependent influences at the receiver location and
in the near field, respectively.
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2 Experimental Setup

Two large SUVs were tested using the FKFS full-scale aeroacoustic wind tunnel at
the University of Stuttgart in Germany. The experimental methodology followed [1]
and included a second vehicle with geometric differences, particularly the A-pillar
and side mirror. Interior cabin noise data were recorded using HEAD Acoustics HMS
IV binaural heads, while surface pressure fluctuations were measured using HBK
Type 4949 surface microphones. The surface microphones, mounted on the front-left
side glass of both vehicles, a region where local flow structures are sensitive to flow
direction.

Figure 1 shows the schematic diagram around the front side glass of both tested
vehicles, highlighting key differences in the A-pillar angle and side mirror geometry
as viewed from the side and top planes. SUV, (Figure 1a), previously studied in [1]
has a steeper A-pillar angle than SUV,, (Figure 1b), and features a relatively larger
side mirror design. The positioning of the side mirrors relative to the side glass also
differs between the two vehicles. In SUVy (blue-shaded mirror in Figure 1c), the
mirror forms a nearly parallel flow channel with a uniform throat gap along its length.
In contrast, the mirror curvature of SUV, (grey-shaded mirror in Figure 1c) creates a
converging throat gap that narrows into a shorter parallel channel, guiding the airflow
slightly inboard. In terms of vehicle glazing, SUV, is equipped with toughened side
glass, while SUVy, features acoustically laminated side glass of similar thickness.

b

A illar

tee er & illar

Figure 1: Schematic diagram comparing the front side glass region for (a) SUV,, and
(b) SUVy, while (c) compares the side mirrors of both vehicles.
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Non-production geometry modifications were also investigated by adding a small
triangular profile trip along the A-pillar and removing the door mirrors. Tests were
conducted at a flow speed of 140 km/h in both steady and unsteady freestream
environments with the active side wind generator installed at the nozzle [16]. The
unsteady environment is represented by von Karméan 2.5 m (VK) flow conditions,
generated synthetically using the von Karman wind turbulence model [17]. The
turbulence characteristics generated are shown in Table 1.

Flow condition von Kérman 2.5 m (VK)
Turbulence length scale 25m
Turbulence intensity 6.5 %

Table 1: Turbulence properties of the unsteady flow in lateral direction in an empty
test section at 140 km/h.

3 Results and Discussion

3.1 Sound Pressure Level Spectra

This section presents the time-averaged spectral characteristics of both tested vehicles,
measured from the front left outer ear (FLOE) in-cabin microphone and surface-
mounted microphones along the front-left side glass. Figure 2 presents the interior
noise spectra of both vehicles in the fully taped configuration. Results are expressed
as A P Linfiow, representing the difference in A-weighted sound pressure level (SPL)
between steady (SS) and unsteady (VK) inflow conditions. For both vehicles,
upstream turbulence increases the spectra within the mid-to-high frequency ranges (1
— 10 kHz).

In SUV, (Figure 2a), the largest increase occurs above 3 kHz, while changes between
1 and 3 kHz are minimal, likely reflecting excitation from A-pillar and mirror-wake
interactions that is less affected by upstream turbulence. For SUVy (Figure 2b), SPL
increases across the spectrum under VK inflow, indicating relatively weaker self-
excitation and greater sensitivity to incoming turbulence.
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(a) (b)

Figure 2: Comparison of interior sound spectra for fully taped (a) SUV,and (b)
SUVy, shown as the difference in SPL to the steady inflow condition.

To illustrate the flow variation between both vehicles, Figure 3 shows the time-
averaged flow topology from CFD simulation of the fully taped vehicles under steady
inflow. The simulations were conducted using PowerFLOW and set up following the
methodology described in [1, 18]. Results highlight baseline differences in the flow
separation regions of the two vehicles. In SUV, (Figure 3a), the A-pillar vortex
appears longer and more developed than in SUVy. A stronger recirculation is also
evident at the mirror-pillar throat region. In addition, the mirror wake of SUV,is more
intense compared to SUVy, (Figure 3b). These flow features reflect the spectral results
in Figure 2, where SUV, indicates a dominant A-pillar and mirror wake interaction
compared to SUVy,.

(a) (b)

Figure 3: Flow visualisation of (a) SUVa and (b) SUVbD in steady inflow conditions.
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Figure 4 compares the third-octave spectra for both vehicles with tripped A-pillars
and removed side mirrors in turn. Results are presented as the difference in A-
weighted SPL between each modified configuration and the fully taped (A P Leonfig),
under both inflows. The A-pillar trip cases are shown in red, while the mirror-removed
cases are shown in blue. Solid lines denote steady inflow, and dotted lines denote
unsteady VK inflow.

In SUV, (Figure 4a), the tripped A-pillar of increases SPL across the spectra, which
has been attributed to trip-induced flow separation that intensifies the A-pillar vortex
[1]. Under VK inflow, SPL further increases, likely due to interactions between
incoming turbulence and the A-pillar vortex structures. Upstream turbulence may re-
energise the separated shear layer or amplify surface pressure fluctuations, increasing
the transmitted noise in cabin.

(a) (b)

Figure 4: Comparison of interior sound spectra for (a) SUV,and (b) SUV, with
geometric modifications, shown as the difference in SPL to the fully taped
configuration.

For SUVy (Figure 4b), the tripped A-pillar also increases SPL, albeit to a lesser extent.
This is likely due to acoustic lamination of the side glass and a shallower A-pillar
angle, which attenuates noise transmission and weakens the separated flow
respectively. A local SPL reduction around 3 kHz is observed, possibly linked to
modified local flow near front door quarter glass, which reduces excitation in that
region.
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Removing the side mirrors reduces SPL for both vehicles under all inflow conditions
due to the elimination of mirror vortex shedding [1]. In SUVy (Figure 4b), the mirrors-
removed case shows a more broadband SPL reduction than SUV, (Figure 4a),
particularly within the 1 to 2 kHz range. This likely reflects the influence of its
geometry and glazing specification. Under VK inflow, SUV, shows a further SPL
decrease, possibly due to breakdown of the remaining A-pillar flow structures without
mirrors. In contrast, SUVy, shows a slight increase under VK inflow, suggesting that
without mirrors its A-pillar wake is less responsive to upstream turbulence.

Figure 5 presents the surface SPL distribution A PLinfiow) on the front-left side glass
of both vehicles for the fully taped, A-pillar tripped, and mirrors removed
configurations. These pressure maps provide spatial insights into the nearfield
pressure environment, capturing both hydrodynamic and acoustic contributions (albeit
dominated by the hydrodynamic fluctuations), and help identify source regions that
influencing the noise perceived in cabin.

(a) (b) (c)

(d) (e) (®

Figure 5: The distribution of surfa e PL, e re ssed in A PLinflow, on the front left
side glass of SUVa (a) — (c) and SUVD (d) — (f) in different test conditions.

In the fully taped configuration, both vehicles show a slight increase in surface SPL
under VK inflow, but with different distributions. SUV, (Figure 5a) shows a localised
increase downstream of the mirror with little change along the A-pillar, in line with
the limited response to turbulence seen in Figure 2. SUVy, (Figure 5d), on the other
hand, shows a broad surface SPL increase along the A-pillar wake, consistent with the
broadband response seen in the interior sound spectra.
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With the A-pillar tripped, SUV, (Figure 5b) shows a significant increase in surface
SPL, localised near the A-pillar and further downstream along the side glass. This
trend reflects the interior spectra in Figure 4a, with a stronger vortex shedding at the
tripped A-pillar interacting with the upstream turbulence. SUV, (Figure Se) also
shows an increase in surface SPL, but at relatively lower levels, with a localised
reduction near the front quarter glass region, in line with the 3 kHz dip observed in
Figure 4b.

When the side mirrors are removed and under VK inflow, both vehicles show reduced
surface SPL in the mirror wake region near the bottom of the A-pillar, approximately
between 0.5 m <y < 0.15 m. This region represents the area subjected to the wake of
the cowl vortex under upstream turbulence, which may interact and break the
vehi le ’s A-pillar vortex structures more effectively without the mirror. For SUV,
(Figure 5c¢), this surface SPL reduction is localised in the upstream half of the side
glass, up to nearly x = 0.4 m. In contrast, this reduction is broader and spanned across
the entire length of the side glass for SUVy (Figure 5f), which is in-line to the
broadband decrease in the interior spectra seen in Figure 4b.

3.2 Modulation Spectra

This section presents the modulation characteristics of the tested vehicles under the
same test configurations and inflow conditions as previously analysed in Section 3.1.
Modulation analysis was conducted using the Hilbert transform to extract the signal’s
envelope following the method described in [1]. This approach was then extended to
isolate the fundamental modulation, as described in [19], and provides the wind-
induced modulated noise in terms of its carrier frequency (F¢), degree of modulation
(m) and frequency of modulation (Fm).

(a) (b)

Figure 6: Comparison of wind-induced modulation spectrogram between (a) SUVa
and (b) SUVDb under unsteady inflow in the fully taped configuration.
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Figure 6 compares the wind-induced modulation spectrograms for both tested vehicles
in fully taped configuration under unsteady VK inflow. Steady inflow cases show
near-zero modulation across all configurations and are not included for brevity. For
SUV., (Figure 6a), a broadband modulation over 5% is observed between 2 to 8 kHz
at fluctuation rates of up to 4 Hz. In contrast, SUV,, (Figure 6b), shows a more band-
limited response, with over 5% around 4 kHz and modulation frequencies limited to
about 2 Hz. These differences are consistent with the geometric differences and flow
characteristics described earlier, where SUV, tends to generate stronger self-induced
separation that interacts with upstream turbulence more than SUVy,.

These characteristics can be further examined from the two-dimensional modulation
spectra in Figure 7, where the wind-induced modulation contributions of partial
octave bands are presented. SUV, (Figure 7a) shows a broader modulation spread,
while SUV,, (Figure 7b) is more band-limited with a distinct peak. In both vehicles,
the dominant modulation occurs at 4 kHz with similar levels of about 7%. At other
octave bands, SUV. is characterised by contributions at higher frequencies
(i.e. 8 kHz), while SUVy, at lower frequencies (i.e. 1 and 2 kHz).

(a) (b)

Figure 7: The wind-induced modulation spectra at varying octave band frequencies
for (a) SUVaand (b) SUVy in the fully taped configuration.

Geometric modifications can further influence the modulation characteristics of both
vehicles. This can be clearly demonstrated in Figure 8, where the wind-induced
modulation spectrogram of both vehicles under VK inflow at varied test
configurations are compared. When the A-pillar is tripped, the airflow is forced to
separate earlier and more consistently, generating a stronger vortex compared to the
weaker baseline structures without it.
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(a) (b)

() (d)

Figure 8: Comparison of wind induced modulation spectrograms for SUV, ((a) and
(c)) and SUVy, ((b) and (d)) for different test configurations.

For SUV, (Figure 8a), the modulation trends are similar to those seen in fully taped,
but at slightly lower levels and band-limited. This can be attributed to its steeper A-
pillar that already experience strong baseline A-pillar vortex, which lowers its
sensitivity to upstream turbulence and the corresponding modulation characteristics.
In contrast, the tripped A-pillar case of SUV, (Figure 8b) shows significantly higher
modulation than untripped, with up to 10% modulation at a rate between 1 to 8 kHz.
This may be due to its shallower A-pillar and weaker baseline vortex that gets stronger
when tripped and becomes more sensitive to upstream turbulence. The modulation
frequency, however, remains limited to about 2 Hz, similar to that observed in fully
taped.

With the mirrors removed, the modulation characteristics of SUV.in Figure 8c remain
comparable to the fully taped results, with a slight reduction at rates between 2 to 4
Hz. This trend is similar to Figure 5c, where localised SPL reductions on the side glass
are observed together with regions that remain highly responsive to upstream
turbulence. For SUV,, (Figure 8d), a broader decrease in modulation is observed,
consistent with the trend in Figure 5f, which shows a wider reduction of surface SPL
along the side glass.
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4 Conclusion

This study compares the aeroacoustic characteristics of two large SUV-shaped
vehicles under unsteady inflow, focusing on how differences in geometry influence
the perceived noise in cabin. SUV,, that has steeper A-pillar, larger mirror and
converging throat gap, generates stronger self-induced flow structure that dominates
the response even under steady-state inflow. In contrast a SUVy, with its shallower A-
pillar, smaller mirror, and laminated side glass, produces quieter baseline noise and
weaker flow separation with greater sensitivity to upstream turbulence. These
characteristics were consistently observed across the interior spectra, surface pressure
distribution and modulation analysis.

The CFD flow topology corroborate this trend with SUV,showing longer and stronger
A-pillar vortices and more intense mirror wakes than SUVy,. Geometric modifications
further emphasise the role of baseline flow behaviour, where tripping the A-pillar had
shown little effect on SUV. with its larger vortex but increased SPL and modulation
in SUVy, while mirror removal reduced the mirror-wake contribution in both vehicles,
more broadly for SUVy.

The modulation results provided insight into how these flow features translate into
perceived sound quality. SUV, was characterised by a broadband modulation spread
at higher carrier frequencies, which may be masked by the higher levels of overall
SPL. SUVy, on the other hand, showed narrower and more peaky modulation,
concentrated at lower octave carrier bands with modulation rates up to 2 Hz, where
human hearing is more sensitive. Overall, these findings highlight the geometry-
dependent factors that influence both sound levels and modulation characteristics
perceived in the cabin.
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Abstract:

The CCS charging standard is the most widely used variant for charging
electric vehicles in Europe. The further development of the charging
components enables charging capacities to be achieved that reach the
limits of the CCS standard. One way to increase the effective charging
power is to reduce charging losses.

In this work, one approach to optimising the CCS charging inlet is
presented using a specially developed thermal Matlab/Simscape
simulation. Comparisons of the thermal results from the current CCS inlet
and the version with optimisation approach show slower heating. This
offers the possibility of charging with a higher current over a longer period
of time before the permissible limit temperature is reached.

In addition, the time saving potential due to the increased charging
performance of the CCS charging inlet is analysed and the reduction in
charging time is derived.

Figure 1: left: Mercedes Benz eActros 600
right: detail view CCS inlet with charing gun
copyright: Daimler Truck AG
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1 Introduction

In the course of the global electrification of the automotive sector, commercial
vehicles with electric drives have also been increasingly developed in recent years [1].

Compared to cars for private transport, fast charging of large energy storage units is a
major challenge in the commercial vehicle sector in particular [2]. A short downtime
thanks to fast charging times enables faster availability of commercial vehicles. This
is of great importance for the economic efficiency of logistics operations [3].

Due to the widespread use of CCS (Combined Charging System) throughout Europe,
electrified commercial vehicles also use this charging standard.

Fast charging of the energy storage units via the CCS charging inlet requires
correspondingly high charging capacities, which are accompanied by high charging
currents. The commercial vehicle sector is pushing itself to the limits of the CCS
standard [4].

Accompanied by charging currents of several hundred amps and the electrical
resistance of the charging components, there are also losses in the form of heat. In
order to increase charging efficiency, it is always desirable to keep the overall heat
development as low as possible. In addition to saving energy costs, the cooling
components can also be smaller on the vehicle side, which results in a lighter vehicle
weight and thus lower energy consumption when driving [5].

At the same time, a lower and slower temperature rise in the charging components
also leads to lower material stress due to temperature differences, which promotes the
longevity of the charging components [6].

The aim when designing the charging path components is always to maintain the
maximum permissible charging current for as long as possible and not to exceed the
temperature limit value of touchable components in order to protect people.

Thermal simulation tests are suitable for checking thermal optimisation approaches at
an early stage in charging component development. The simulation-based testing of
the new design approaches for component optimisation allows the expected results to
be quantified in advance and, in the best case, iteration loops in component
development to be reduced.

In the following, a thermal optimisation approach of the CCS charging inlet is tested
by means of software simulation and the results are presented.
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2 Design of the CCS charging inlet

The design of a CCS charging inlet is shown in Figure 2.

Coming from the charging station via the charging gun, the current is led via the
contact pins into the inside of the charging inlet to the connection plates. These are
connected to the bus bars for the cable via a screw connection. The temperature is
monitored separately for positive and negative via sensors located between the contact

pins and the connection plates. The maximum temperature is 90°C, according to DIN
EN IEC 62196-1, [7].

Figure 2: Schematic of internal design of CCS charging inlet
copyright: Daimler Truck AG

3 Modelling and simulation setup

Due to the electrical resistance of current-carrying components, internal losses occur,
which lead to heating [8]. By means of Ohm’s law Eq. (1), the electrical power Eq.
(2) can be described with the voltage U, the current I and the electrical resistance
Relectrical. Analogous to the electrical power, Joule’s heating Pinermal, or the resulting
heat flow Q, can be described by Eq. (3):

Ohm'’s Law: U =1Ix Relectrical (1)
Electrical Power: Pyjectrica; = 1*U = 12 % Relectrical (2)
Joule’s Heathing: Pihermal = Q =12+ Rthermal (3)
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The thermal resistance Riermat 1S described in Eq. (4) [9] by the length 1 of the
component, the thermal conductivity A as a material property and the component
cross-sectional area A:

) 1
Thermal resistance:  Ripermal = A 4)

Based on the “Technical Guideline for Thermosimulation Models” of the ZVEI
(Zentralverband Elektrotechnik- und Elektroindustrie) the coupling of electrothermal
simulations can be illustrated as follows [10]:

Figure 3: ZVEI Guideline Schematic for Electro-Thermal Coupling
copyright: ZVEI

An electrical component with its heat production is interpreted as a thermal source.
Part of the heat can be absorbed by the component itself, which is called thermal
capacity. Furthermore, heat can, for example, be exchanged with the ambient air by
convection or radiated by radiation [11].

The heat conduction of the component is referred to as conduction. Since the heat
input in the middle of the component is assumed in the modelling, the thermal
resistance of the conduction is distributed in half in both directions.

For the structure of the thermal simulation in Matlab/Simscape, all current-carrying
components can be represented as a series connection of electrical and thermal
resistors, as shown in Figure 3. The components interact with each other through
conduction, convection and radiation.
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4 Design improvement potential: Increase in thermal mass connection

The conflicting goal of rapid charging of the energy storage unit results in increased
heat development at high currents, which increases with the second power, see Eq. (3).
One way to delay reaching the limiting temperature is to increase the thermal capacity
Cu of the connection plate and the bus bar of the cable. The thermal capacity Ci
describes the ability of a body to store and release thermal energy. It is proportional
to the material property of the specific heat capacity ¢ and the mass m of the
component, see Eq. (5), [11]:

Cih =m=*c (5)

Multiplying the thermal capacity Cq with the temperature change dT as a derivation
after the time dt, results in the heat flow Q that the body absorbs or emits, see Eq. (6),
[12]:

. dT dT

=Cp* ——=m*C* — 6

Q th * dt *C* dt (6)
The mass of the live parts can be easily increased by the material thickness and
requires only minor adjustments in the given installation space without affecting the
outer contour of the housing.

In addition to absorbing energy in the form of heat, the current-carrying parts can also
transfer the heat within the component or to other components. This effect is called
conduction. The heat flow Q. onduction can be determined with the thermal resistance
Rihermal Eq. (4) and the temperature difference AT, Eq. (7), [12]:

_7\*A

. 1
Qconduction = R * AT = ] * AT (7N
thermal

The increase in the material thickness of the current-carrying parts results in a
proportional increase in the cross-section A. This also results in a greater heat flow
through conduction, which promotes the removal of heat.

5 Simulation-based test: increase in thermal mass

For the simulation-based test, the material thickness of the connection plates and the
bus bars of the cables are increased by a factor of 1.5. This also increases the mass
and the component cross-section by a factor of 1.5. In absolute terms, the mass of the
components only increases by a few grammes. The temperature heating of the current
design as the basis is compared with the results from the simulation for the variant
with the increased thermal mass.

A start and ambient temperature of 25°C are assumed as boundary conditions. With a
sufficient distance to the maximum permissible temperature of 90°C, an end
temperature of 85°C is specified at the contact pins.
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The charging current is initially constant S00A and is reduced after reaching 85°C
until a constant temperature value is set at the contact pin.

The set cooling value per contact pin is 3.5W and is discharged via the charging
station’s charging gun [13].

Figure 4: Comparison of basic version with adaptation of connection plate and bus
bar of the cables with 1.5x thermal mass
copyright: Daimler Truck AG

6 Evaluation of the simulation test results

The start-up and ambient temperature is 25°C for both the basic version and the
adapted version. With a constant charging current of 500A, blue graphs, the contact
pin of the basic version, red dashed graph, reaches the final temperature of 85°C
defined for the simulation within 837s. In the adapted version, the red dotted graph,
the final temperature of 85°C is not reached until 209 seconds later. This means that
the charging time at 500A can be maintained by 25% longer.

This is due to the increased thermal mass from the connection plate and bus bar of the
cable. According to Eq. (5), the thermal capacity is increased by increasing the
masses, which enables a higher heat flow Q Eq. (6) and thus serves as a larger heat
sink. Due to the ability to absorb more heat, both the connecting plate, orange graph,
and the bus bars of the cable, yellow graph, heat up more slowly. The reduction of the
thermal resistance Rinermal also increases the conductive heat flow Q conduction E9. (7).
This allows the heat to be dissipated more quickly to adjacent components and the
housing, grey graphs.
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To counteract exceeding the end temperature, the charging current must be reduced
after reaching a temperature at the contact pin of 85°C. In the basic version, the
charging current is initially reduced to 456A for 170s until a constant temperature of
85°C is reached at the contact pin after a further reduction to 440A after 103s.
In the adapted version, the charging current is initially reduced to 464 A for 123s. After
the subsequent reduction to 448 A after 71s, a constant temperature of 85°C is also set
at the contact pin. This means that the continuous charging current is 8A higher than
in the basic version. Overall, this results in a greater amount of electrical energy being
introduced into the system compared to the basic version. This is equivalent to a
higher heat flow according to Eq. (3). The result can be seen in the two graphs of the
connection plate, orange, and the busbar for the cable, yellow. Both dotted lines are
above the temperature level of the respective basic version, shown in dashed lines.
A similar process can also be seen in the heating of the housing, grey lines, even if the
temperature difference is only slightly pronounced. The increased electrical energy
input is also reflected here in the increased waste heat at a higher housing temperature.
As the mass and conductive surface of the housing is large compared to the live parts,
the small temperature differences can be explained.

7 Energy consumption CCS charging inlet

The simulation model of the CCS charging inlet is examined for the energy balance
calculation. The amount of heat generated during the charging process in the initial
situation serves as a reference value for comparing the optimisation approach of the
CCS charging inlet. The system limit for the calculation extends up to the plug of the
high-voltage cables of the CCS charging inlet. For this purpose, the heat flow through
Joule’s heating is calculated as an integral over time at all current conductors.

In order to compare the different optimisation approaches, the amount of electrical
energy required to increase the vehicle’s energy storage from a charge level of 20%
to 80% is selected. In reality, this usually corresponds to the range of electrical energy
storage units in which a constant charging power can be absorbed without having to
be derated due to temperature or saturation. In the special case of this simulation, this
corresponds to a charged energy quantity of 360kWh. This would result in a
theoretical charging time of 56 minutes with a constant charge of S00A.

The simulation of the reference model of the CCS charging inlet including the high-
voltage cables generates a heat quantity of 75.8Wh during the charging process. The
temperature-related reduction of the charging current results in a total charging time
of 63.7 minutes in the 360kWh transmitted.

produced heat charging time
CCS inlet :
[Wh] [%0] [min] [%0]
reference 75,8 - 63,7 -
increase of thermal mass +50% 77,5 ) 62,4 -2,0

Figure 5: CCS inlet: max. 500A, 360kWh, 25°C air temperature
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The optimisation approach with the increased thermal mass of the connection plates
and the bus bars of the cables of the CCS charging inlet by 50% leads to a time delay
until the maximum temperature at the CCS charging inlet is reached. The charging
current of 500A can thus be maintained for about 200 seconds longer. The
permanently transferable charging current is 10A higher than that of the reference
version. The higher charging power over a longer period of time leads to an increase
in the amount of heat in the CCS charging inlet to 77.5Wh and thus an increase of
2.2%. The increased amount of heat is temporarily stored in the thermal mass of the
current-conducting bus bars. The charging time, on the other hand, is reduced by 2%,
which corresponds to a shorter charging time of just over one minute.

8 Conclusion

The expected results could be quantified in advance by means of thermal simulation-
based testing of the new design approach for increasing the thermal mass of live
conductors in the CCS charging inlet.

The comparison between the reference version and the design optimisation showed
slower heating due to the higher thermal capacity. As a result, the constant charging
current of 500A could be maintained for 209s or 25% longer until the defined limit
temperature of 85°C was reached. This result is equivalent to a larger, charged amount
of energy at the same time. Since the adjustments to the current conductors mean only
a few grammes more material in absolute terms despite the enlargement by a factor of
1.5, the changes are minimal overall. This design approach can therefore be
implemented in the existing housing.

Due to the modular design of the thermal test simulation, it is possible to carry out
further comparisons and investigations of new solution approaches for thermal
optimisation of the CCS charging inlet in special or comparable components from the
charging path in general.

The test simulation can thus reduce the number of iteration loops of design approaches
for component optimisation and thus reduce development time and costs.

In addition to the fact that the charging current can be kept at a higher level for longer
due to the optimisation approach, the charging time is also reduced. This is important
with regard to fast charging in order to promote fast vehicle availability. In addition,
the improvement measures also result in energy saving potential if the charging
current is reduced and the maximum permissible temperature of the CCS charging
inlet is not exceeded.
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Abstract: Thermal runaway and venting of HV-Batteries are multi-
physical fields which include many interconnected phenomena under
extreme flow and heat transfer conditions (velocity, pressure, temperature
and their respective gradients). Radiation, phase change (boiling, melting,
solidification), housing deformation, combustion, arcing and particle/wall
interactions play a significant role but only a few of these mayor
contributors can be modelled in an effective manner.

So far, only thermal coupling was implemented in previous work which
did not fully represent the modified flow behavior due to particle
deposition. Mayor breakthrough was achieved in the current study by
combining the heat transfer of particulate depositions with the effect of
channel blocking (sudden closure of flow passages).

A combined multi-phase approach was used to account for these effects
simultaneously. The framework was successfully implemented in the
STAR-CCM+ environment and was tested from module to complete pack
level.

Keywords: CFD, HVB, thermal runaway, venting, particle deposition,
channel blocking

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



1 Introduction

It has been observed by multiple research groups that large glowing particles, which
manage to escape the pack after a venting event are one of the major sources for
ignition of the highly flammable gas mixture (see Figure 1). It is a common strategy
in the automotive industry to implement particle separation strategies into the venting
channel design, by means of baffles, traps, mazes, grids or dedicated venting devices.
CFD simulations can only contribute value to channel design if understanding of
particle-wall interactions is further deepened and calibrated with measurements.
Modelling workflows need to account for all the interconnected physical effects of
which there are many: high Mach number flow, multiple reacting species, thermal
radiation, particle deposition with phase change, gradual channel clogging, geometry
deformation, etc. The present project aims at closing one of the largest and last missing
links in the modelling chain, namely the thermal and gas dynamical impact of particle
depositions on cell-to-cell propagation and therefore channel design.

Figure 1: Glowing particles ejected during venting (left), ignition outside caused by
the escaped large glowing particles (right), [1].

2 Modelling

Modelling of venting phenomena is a novel and lively field with many different
approaches among research institutes and OEMs for tackling the complex multi-
physical challenges. It is common practice to increase modelling complexity step-wise
and add physical phenomena depending on the problem statement. Due to the
increasing geometrical complexity of particle separation strategies in modern HVB
venting channels, the particle-wall interactions (incl deposition and clogging) need to
be modeled reliably in order to evaluate different design with CFD. As a modelling
foundation, the multi-component turbulent gas phase was modeled together with solid
walls (CHT) (Figure 2a). The first step-up of complexity is the addition of a lagrangian
phase representing molten particles, including thermal radiation and temperature
dependent probability for deposition (Figure 2b). As a third complexity step, the
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deposition is modeled as a separate continuous phase, which can exchange mass and
heat with walls and gas while blocking the flow locally for the gaseous phase (Figure
2¢).

Figure 2: Schematic overview of different modelling level strategies for multi-
physical problems.

2.1 Demonstration geometry

A generic T-junction was chosen as a demonstrator geometry as it represents many
typical flow scenarios within battery packs and modules. Figure 3 shows an isometric
view of the geometry with the respective in/outlets. The venting direction was chosen
downwards with realistic distances between cells and solid walls which represent
battery/cell housings. The injection angle of the particles was varied between three
discrete injection angles relative to the main gas flow in order to demonstrate the
increased deposition rate and clogging behaviour on one side.
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Figure 3: Schematic overview of the simulated geometry

3 Results

Figure 4 shows the velocity distribution on a cut plane in the middle of the channel
comparing two modelling approaches. While modelling without particulate phase
results in a perfectly symmetrical flow distribution between the two outlets (Figure
4a), inclusion of a lagrangian phase leads to accumulation of a deposition phase in the
respective channel (Figure 4b-4d).

Figure 4: a: gas flow only, b: particle injection to the right, c: particle injection to the
left, d: neutral particle injection direction; phase boundary to the deposit phase is
indicated by the white line.
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Depending on the particle injection direction, increased gas flow rate can be observed
at the opposite side of the channel, proving the clogging behaviour of the deposited
phase.

At the outlets, gas mass flow rates and average temperatures were recorded (see Figure
5). The simulation with only gas is represented by the black line for both outlet 1
(right) and outlet 2 (left). The case with inclined particle injection towards one outlet
is represented by the blue line. Two main findings can be observed: the flow rate is
lower at outlet 1 due to deposition towards this direction (Figure 5b) and respectively
the flow rate is higher in the opposing channel where the cross section is free (Figure
5a). In contrast, the temperature profiles do not show the same symmetrical behaviour
when channel blocking occurs. The shape and level of the gas outlet temperature
strongly depends on the particle deposition probability (Figure 5d) as this parameter
determines which portion of the enthalpy is removed from the gas stream during a
particle-wall interaction.

Figure 5: Mass flow- and temperature profiles at the channel outlets for two
modelling approaches; gas only (black), deposition modelling with injection towards
outlet 1 (blue).
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The distinct differences of flow fields when changing modelling depth is also reflected
in vastly intensified heat transfer and significantly higher local wall temperatures, as
seen in Figure 6. Heat transfer from a pure gas stream is typically homogeneous (see
Figure 6, top) and significantly less intense compared to conductive heat transfer from
a sticking molten solid. Local wall temperatures at the deposition sites can be higher
by several hundred degrees (see Figure 6, bottom) and therefor cause thermal
propagation if located on a neighboring cell wall. This example shall demonstrate the
importance of the correct modelling depth for the prediction of cell-to-cell
propagation.

Figure 6: Comparison of wall temperatures depending on the modelling approach;
smooth distribution with the gas-only approach (top) and increased temperature
levels with heterogenous patches when particle deposition is modelled (bottom).
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4 Validation

Validation of venting simulations is extremely challenging due to the multi-physical
nature of the problem and the extremely harsh conditions which can damage
equipment and falsify results. In general, CFD can be an indispensable tool in venting
channel design if the adequate modelling depth is chosen and all relevant phenomena
are captured. While generic flow field understanding can be obtained from straight-
forward CHT simulations, where only the gas phase is considered, higher modelling
depth is required for the evaluation of propagation risk. As shown in Figure 7, the
measured outlet temperature of the glass battery matches the confidence band of the
simulated values when the heat of the particles is considered (red band) using the
above-mentioned approach.

Future focus will be put on validation of deposition probabilities. The model
parameters need to be calibrated against recorded video data until matching deposition
patterns are obtained in the simulation. As particle sizes and composition vary vastly
between cell chemistries, accompanying validation will remain mandatory in the
foreseeable future.

Figure 7: Experimental validation of two modelling approaches for temperature
probes placed at the channel outlet.
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5 Conclusion & Outlook

Due to the ongoing trends of stricter legislation for HVB pack design (no thermal
propagation & no fire within increasing time frames), the requirements for CFD
Simulations as a predictive and supportive tool are also increasing. The current work
demonstrated the closure of one significant gap in the modelling chain of HVB
venting modelling, namely the thermal coupling of local particle depositions as well
as the subsequent local clogging of the channel. Only by taking into account the
change of the velocity flow field due to the deposited phase, CFD becomes a viable
tool for complex channel design with multiple possible gas paths, obstacles and
particle traps.

The authors want to thank the partners from the FFG funded project Prevent+ in
which the results from present paper were eclaborated: Virtual Vehicle Research
GmbH, Green Testing Lab, Kreisel Electric GmbH & Co KG, Technische Universitat
Graz and Magna Vehicle Engineering.

In the upcoming follow-up project SafeSustain [2] deeper focus will be put on
particle-wall interactions during venting as well as the implementation of ecofriendly
materials for thermal protection.

6 Reference list

[1] PREVENT+, FFG funded project, “Understand PaRticlE VENTing and
Arcing for Safer Batteries Plus”, 2022-2025.

[2] SafeSustain, FFG funded project, “Safety by Sustainability”, 2025-2028.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Efficient Pulsation Mitigation Modeling for Low Speed Open Jet

Wind Tunnels with Helmholtz Resonator

Joseph C. Yen, Amir A. Kharazi, Edward G. Duell, and Joel Walter

Amentum Technology, Inc. (formerly Jacobs Technology, Inc.)
600 William Northern Blvd., Tullahoma, Tennessee, USA

Joseph.Yen@us.amentum.com
Amir.Kharazi@ us.amentum.com
Ed.Duell@us.amentum.com
Joel. Walter(@us.amentum.com

Abstract: Recently the authors demonstrated a novel computational strategy
for the simulation of the low frequency pressure pulsation phenomena that
pertains to Gottingen style open jet wind tunnels (OJWT). The analysis strategy
incurs very low computational cost and yet is predictive since the unsteady
solution unequivocally reveals the airspeed dependence of the flow acoustics
coupling physics. The work is now expanded to demonstrate the scope of
mitigation control of the pressure pulsation using a Helmholtz resonator (HR)
with the same OJWT geometry . The study begins with a simple benchmark
acoustic problem to render a demonstration of the computational aeroacoustics
(CAA) solver and an instructive review of a standing wave attenuation by HR
on a looped straight waveguide. In the follow on wind tunnel study, the computer
simulation reveals a strong effect by HR installation location on the effectiveness
of pulsation attenuation. This effectiveness is demonstrated using a holistic
presentation of the transient pressure response over the entire wind tunnel airline.
The simulated antinodal HR installation is shown to significantly mitigate the
pressure fluctuating amplitudes in the test section and along the rest of the airline
duct. The current study renders an expanded understanding of the pressure
pulsation phenomenon that is significant and valuable for continuous design
improvement of OJWT. The tested computational strategy gives rise to a digital
twin of an OJWT, particularly for pressure pulsation study. The computer model
can provide accurate guidance and thus reduced costs for developing a subscale
wind tunnel model experiment, which has been the most reliable but more
expensive method for the development of pulsation mitigation design. With the
predictive method of the OJWT digital twin, a significant reduction or eventual
replacement of the laboratory effort in the future development of open jet wind
tunnel airline may be possible.

1 Introduction
Helmholtz resonators (HR) have been used to mitigate the low frequency pressure

pulsation phenomenon (Sellers et al., 1985) in Gottingen style low-speed open jet wind
tunnels (OJWT). Several successful applications were reported (Waudby-Smith and
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Ramakrishnan, 2007; Duell et al., 2010; Kharazi et al., 2013; Best et al., 2023). The
deployment design of HR usually depends on a subscale model of a wind tunnel under
development. The experimental method is by far the most reliable and preferred approach,
due to the lack of a predictive and computationally efficient tool for simulating the flow
acoustics coupling phenomenon of pressure pulsation in a physical wind tunnel airline
geometry.

Recently, an innovative computational strategy for the study of the pressure pulsation was
proposed and demonstrated (Yen et al., 2025). The method was built on a non-conventional
high resolution computational aeroacoustic (CAA) methodology and leveraged the low
frequency nature of the physical problem in the computer model development. The
computational strategy gave rise to a significant reduction in computational overheads while
preserving the numerical resolution power for the unsteady flow field and companion acoustic
field, both of which are necessary elements to the forming of the OJWT pressure pulsation
phenomenon.

The previous study successfully revealed the conditional or staged intensification of the
unsteady pressures when the airspeed was varied. In a most intensified pulsation condition,
the same dominant frequency could be identified from both the preferred open jet vortex
shedding mode and an excited longitudinal standing wave mode along the closed loop airline.
This simulation result agrees very well with the long understood mechanism of the low
frequency pressure pulsation phenomenon. In addition to showing frequency coincidence as
explained by analytical methods (Arnette et al. 1999; Rennie, 2000), the computational
method also predicts the fluctuating pressure amplitudes for quantitative assessments.

The same efficient, predictive computational strategy is expanded in this paper to the study
of pulsation mitigation control with Helmholtz resonator (HR). Table 1 shows six cases that
are included in the study whose solution will be discussed later in Section 4.1 through 4.6,

Table 1. Matrix of study

Case number |Computational model Wind on/off
1|Baseline Closed-Return Open-Jet Wind Tunnel (OJWT) On
2 |Design Verification of 3.06 Hz Helmholtz Resonator Off
3|Effect of HR on Acoustic Response with a Looped Long Straight Duct  [Off
4|Installation of HR on Baseline OJWT at Pressure Node On
5|Installation of HR on Baseline OJWT at Pressure Antinode #1 On
6|Installation of HR on Baseline OJWT at Pressure Antinode #2 On

respectively. The current study leverages the previous results to develop an HR of natural
frequency that matches the dominant frequency in a most intensified pressure pulsation
condition of the baseline OJWT (without HR). This HR design is then verified
computationally using the same CAA solver with quiescent air. The effectiveness of the HR
at attenuating a frequency matched standing wave is demonstrated next on a straight duct with
the installation location at a pressure node and a pressure antinode, respectively. This case is
a pure acoustic test condition with quiescent air, and the result provides a reference condition
for comparison with the solution of the simulated OJWT airline with HR. The effect of the
HR on the OJWT pressure pulsation is studied next with the resonator installed at each one
of three locations that include one pressure node and two different pressure antinodes. These
locations coincide spatially with the amplitude extremities of fluctuating pressure predicted
by the baseline OJWT solution.
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2  Open Jet Wind Tunnel Computer Model

Figure 1 shows a computer model of a modern design of Gottingen style automotive OJWT
(Best et al., 2023). The wind tunnel is engineered for aeroacoustic testing purposes and
includes several distinct noise control features. For example, the airline is shown to include
elongated sound absorbing turning vanes in some corners and slanted wall design in the test
chamber to prevent lateral standing waves. Aerodynamically the overall wind tunnel airline
circuit is streamlined and generally produces a minimum overall pressure loss and therefore
low power consumption. The overall centerline duct length of the full scale OJWT is about
224 m. This wind tunnel geometry is the basis of the baseline airline that was studied
previously (Yen et al., 2025) for pulsation prediction demonstration. The same computer
model will also be applied in the current study.

L ————

——

T ) o e——————

—

Figure 1. A modern closed return OJWT airline for aeroacoustic testing

Figure 2. Axisymmetric representation of open jet wind tunnel

It is computationally very costly to undertake a CAA simulation of the pressure pulsation
phenomenon with the physical 3-D wind tunnel airline geometry. As reasoned in detail in the
previous work, the low frequency nature of the problem permits the use of a simplified
axisymmetric representation of the OJWT airline as shown in Fig. 2. As demonstrated
previously with the same simplified airline geometry, the flow acoustic coupling physics was
unequivocally revealed to predict the conditional intensification of the fluctuating pressures
over a range of airspeed setpoints. In the axisymmetric geometry, the nozzle exit diameter (D)
is 5.64 m based on which the airline length is about 40 D. The axial range of the open jet test
section starts from the nozzle exit plane that is X/D=0 to the beginning of the collector at
about X/D=2.5. More detail of the simulated test section geometry can be referred to the
previous work.

The axisymmetric OJWT airline retains the effect of closed loop circuitry of the physical
wind tunnel by imposing a paired cyclic boundary condition for the two far end boundaries
of the linearized airline geometry. The computer model also mimics the actual wind tunnel
by including an atmospheric vent in the test chamber, a fan model, and a heat exchanger
model. These models are shown in Fig. 2. The vent is designed to provide an invariable
pressure reference regardless of the airspeed. The overall energy balance of the closed airflow
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system during a steady state running condition is sustained with the fan and heat exchanger
models. More detail of the rationale and setup of these modelling features are detailed in the
previous work (Yen, et al, 2025).

3 Computational Aeroacoustics Solver and Meshing Strategy

The computer simulation of the unsteady wind tunnel flow will be performed using an in-
house developed JUSTUS code (Yen et al. 2010). The methodology of the solver is based on
the method of space-time conservation element and solution element (abbreviated as CESE
by the methodology originator Chang, 1995). It is an explicit method with a solution
formulation that fundamentally complies with the hyperbolic nature of flow physics. The high
resolution solution methodology also incorporates a time-accurate local time stepping scheme
(Chang, 2003; Yen, 2011) whose implementation also complies with the non-conventional
space-time flux conservation methodology of the CESE method. The local time stepping
scheme facilitates a uniform numerical quality for the flow and acoustic solution across a
space domain that is spanned by solution cells of very large size disparity for various
resolution requirements. This solution capability feature is important for ensuring consistent
solution quality anywhere in the wind tunnel air space. It is also very advantageous
computationally because the solution method permits the use of very coarse cells for the air
space outside the test chamber where the resolution of sound propagation is much more
important and requires much lower mesh density than the bulk flow motion of small
turbulence length scales. The solution method permits bespoke spatial resolutions in different
locations that renders significant solution efficiency for the challenging flow acoustics
coupling problem. The open jet solution is acquired using a method of implicit large eddy
simulation (ILES) (Yen et al. 2010).

b)
Figure 3. a) Overall view and b) close-up view of unstructured triangular mesh

Figure 3 shows the computational mesh that was applied to study the baseline OJWT
geometry (Yen, et al, 2025). The mesh includes all triangular cells with various levels of
refinements where the finest mesh is designated for the open jet shear layer resolution and
progressively coarser mesh is used elsewhere. As shown in Fig. 3, the coarsest mesh is present
in the airline space outside the test chamber where the solution resolution requirement is set
up to fully capture the passing sound waves that pertain to the pressure pulsation phenomenon.
The coarse mesh also becomes a natural filter that damps off the flow and acoustic energy
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that is associated with smaller length scales or wavelengths. The smaller mesh is also created
near the proximity of HR connection to the airline duct. Figure 4 illustrates an example mesh
refinement near the neck of HR. The detail of the mesh design can be referred to the previous
work (Yen et al.,, 2025). The same meshing strategy for the axisymmetric wind tunnel
geometry produces total cell count for different cases in the study ranging approximately from
52,000 to 57,000.

Figure 4. Example of mesh refinement near the neck of Helmholtz resonator on a duct

The previous work carefully examined the predicted time-averaged flow properties and
statistical result of the turbulent open jet solution by comparing to applicable theories. Very
good agreement was found, which verified the solution capability of the computational solver
and meshing strategy. The current study applies the same computational strategy for the
different demonstration cases of pulsation mitigation study using Helmholtz resonator. To
provide a consistent quality of unsteady solution with the previous work, the same Courant—
Friedrichs—Lewy (CFL) number of 0.75 is used here for the solution time integration. The
minimum solution time step size for the different cases in the study ranges from
approximately 1.2e-5 s and 1.5e-5 s based on the chosen CFL value and the design of the
unstructured triangular mesh. The minimum time step size pertains to the smallest cell sizes
and larger cells will naturally incur larger time step sizes during the solution time marching
process, as defined in the applied local time stepping method (Yen, 2011).

The 2D axisymmetric wind tunnel model neglects several loss factors in the real wind
tunnel such as wall boundary layers, flow conditioning and cornering devices, high loss
elements in the heat exchanger. This condition represents a reduced damping factor to counter
the intensification of flow acoustics coupling. That is to say that the simulated resonance
condition is expectedly to produce pressure perturbation amplitudes that are higher than the
real wind tunnel data. In addition, the 2D problem setting is also a compounding factor for
higher perturbation amplitude prediction, due to the more coherent shedding vortices than in
3D and therefore a stronger forcing function to produce a more intensified result of pressure
pulsations. Despite the expected higher amplitude prediction, the proposed solution strategy
remains useful of providing efficient assessment of relative effects on pulsation tones and
amplitudes for the study of changes in geometry and boundary conditions.

4 Results and Discussion

The airspeed setpoint in each case of the study is determined by the velocity solution inside
the nozzle of the simulated wind tunnel airline. In a calculation, the setpoint is reached by
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varying the pressure rise of the fan model (to replenish the momentum of the wind tunnel
flow) until the transient solution reveals a stable oscillatory response about the target airspeed.
The temperature setpoint at the same nozzle location is reached with removal of the increased
flow internal energy by the heat exchanger model (to remove the dissipated heat from the
turbulent open jet flow). The fan pressure rise cannot be known accurately a priori and
therefore the arrival of an airspeed setpoint requires an iterative calculation process until the
target airspeed is reached.

The previous work (Yen et al., 2025) showed that both the airspeed and temperature
setpoints could be reached and became sustaining after the wind tunnel flow solution was
developed for 60 s or about 180 cycles of the most intensified frequency of the flow
perturbation. To report the transient solution after the initial 60 s of run time, the stable
fluctuating solution is further developed for another 12 s or about 36 cycles to provide a
sufficient population of transient data points. This extended solution time is important for
statistical quality due to the nonstationary nature of turbulent wind tunnel flow. The
nonstationary flow nature is commonly experienced in a real-world wind tunnel condition.
The required two-stage solution development would be very costly computationally if a 3-D
wind tunnel model were to be applied to tackle the problem. In contrast, the computational
strategy proposed in the current study is quite affordable as an efficient design tool due to the
capability of rendering a quick solution turnaround time.

The study examines the perturbation pressure based on root-mean-square (RMS) values to
assess the magnitude of the pulsation phenomenon. The companion turbulent kinetic energy
(TKE) inside the open jet shear layer will also be examined. The holistic map of the
perturbation pressures will be presented. The perturbation pressure is calculated by
subtracting the time-averaged pressure from the predicted pressure solution at each solution
location of the entire wind tunnel domain. The TKE as presented is calculated based on the
perturbation velocity by subtracting the time-averaged velocity from the predicted transient
velocity solution. The reported perturbation pressures and TKE are nondimensionalized based
on the dynamic pressure and kinetic energy at the setpoint airspeed value.

4.1 Baseline Closed-Return Open-Jet Wind Tunnel (OJWT)

The baseline condition was previously investigated using the same computational strategy
reported in the current study. The predicted result showed a most intensified condition of
pressure pulsation whose oscillating energy peaked sharply at 3.08 Hz frequency with a 50
m/s airspeed setpoint. This frequency coincides with the 3.06 Hz which is the fourth
longitudinal eigenmode (Kinsler, et al, 1982) of the simulated wind tunnel airline. This
baseline solution is a reference condition that does not include any pulsation mitigation
applied to the simulated wind tunnel geometry. The baseline geometry applies a neutral
horizontal position of the collector flap in the test section and the pressure shell effect of the
airline duct is intact without inadvertent venting (such as air leaks through the perimeter of an
access door). For comparison to the baseline solution, the simulation of the current study for
mitigation control demonstration is performed at the same 50 m/s airspeed setpoint.

Figure 5. Perturbation pressures of baseline condition of open jet wind tunnel
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Figure 5 shows the previously predicted solution whose perturbation pressures are now

analyzed to present the root-mean-square (RMS) values. The Cp .., 1s calculated using the

transient pressure solution collected after a steady response solution is reached. The statistical
calculation is made where the pressure perturbations (in reference to the time averaged value)
are nondimensionalized by the flow dynamic pressure at the airspeed setpoint. Figure 5
highlights important observation also reported previously (Yen et al., 2025). The pressure
solution shows a clear pattern of standing wave along the simulated airline where repeated
crests and troughs of perturbation pressure can be identified. The axial spacings between
consecutive amplitude peaks are approximately 10 D in reference to the nozzle diameter (D)
of the linearized axisymmetric airline. The predicted peak pressure amplitudes are higher in
the airline duct downstream of the test section in comparison to the upstream.

The baseline pulsation result obtained from the previous work will be included for
comparison in the following discussion. The predicted peak pulsation frequency will also be
the basis for the Helmholtz resonator design to be used in the demonstration of pulsation
mitigation simulation based on the advocated computational strategy.

4.2  Design Verification of 3.06 Hz Helmholtz Resonator (HR)

The use of Helmholtz resonator (HR) for pulsation attenuation is inspired by the postulated
theory that the coupling between the unsteady open jet vortex shedding modes and frequency-
matched longitudinal acoustic eigenmodes along the wind tunnel airline would give rise to
more pronounced amplitudes of the unsteady pressures when compared to a neutral
nonstimulated open jet condition. A successful working of HR is thought to weaken or break
the coupling mechanism between the forcing function by the flow induced perturbation and
the responses of the acoustic airline eigenmode. Based on this premise and the baseline
solution, a 3.06 Hz Helmholtz resonator is developed and computationally verified. The
verification simulation is made with the HR on a simple straight waveguide whose cross
sectional area is four times the neck opening area of the resonator. The acoustic solution is
acquired using the full (instead of linearized) Euler solver of the JUSTUS code.
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Figure 6. Predicted transmission curve of a 3.06 Hz Helmholtz resonator

Figure 6 shows the predicted transmission coefficient curve of the HR over a range of forcing
frequencies. As shown, the result resembles the response of a bandpass filter (Kinsler et al.,
1982) in which the design frequency is centered at 3.06 Hz where a transmission coefficient
0f 9.8% is shown in reference to the simulated sound source power. This 3.06 Hz Helmholtz
resonator geometry will be applied thoughout this pulsation mitigation study
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In this verification study, the HR is predicted to block and reject 90.2% of the incoming
sound power back toward the source end. The 9.8% remaining sound power would pass over
the HR location toward the opposite end of the sound source. The rejected sound wave and
transmitted sound wave do not get to interact in the simulated condition with the open ended
ductwork. When the ductwork becomes looped as in a closed return wind tunnel airline, such
a wave interaction would occur and produce some form of standing wave. This condition will
be studied next.

4.3 Effect of HR on Acoustic Response with a Looped Long Straight Duct

The acoustic attenuation effectiveness of the 3.06 Hz HR is first examined in a simple
problem setting with a standing wave along a looped long duct with quiescent air. The looping
of the long duct at the two far end boundaries is simulated based on a paired cyclic boundary
condition as also applied in the baseline closed return OJWT model (Yen et al., 2025). Figure
7 shows the computer model of the long duct with HR installed separately at the pressure
node and antinode. The location of the sound source is shown by a darkened line segment
between two circular markers denoting the range of the sound source. The duct length is
chosen to be the same as the 40 D long OJWT airline, which equals to two wavelengths of a
3.06 Hz sound wave at 20° C. The acoustic sound source is located on the duct wall over the
axial range that coincides with the range of the flow collector in the simulated OJWT test
section. The radius of the duct is set to equal to the axial range of the sound source such that
the sound emitting surface area of the source equals to twice the duct cross sectional area. The

sound source is assumed to emit a coherent pressure at 1.0 Pa peak amplitude (\/% Pa RMS),
and the problem setting would produce a left running and a right running sound waves along
the duct of the same 1.0 Pa peak amplitude (% Pa RMS). In an uncontrolled condition, a

standing wave is expected to form with 2.0 Pa peak amplitude (v2 Pa RMS). This subset
problem of the current study includes a baseline case and two controlled cases with the HR at
a pressure node and at a pressure antinode, respectively. The locations of node and antinode
are determined from the baseline standing wave solution. The problem setting would produce
multiple nodes and antinodes, and without losing generality for attenuation discussion only
those to the right hand side of the sound source are included in the acoustic study.

a) HR installed at a pressure node

b) HR installed at a pressure antinode

Figure 7. Installation of Helmholtz resonator on a long duct

Figure 8 shows the predicted root-mean-square (RMS) pressure contour map of the
acoustic response of the three cases in the study. Figure 9 displays the same pressure response
result as a function of axial displacement from a X=0 location. The X=0 reference location
coincides with the nozzle exit of the OJWT, whose longitudinal length is 40 D. The baseline
result shown in Fig. 8a reveals a clear pattern of standing wave where it shows equally spaced,
alternate minimum and maximum amplitudes along the long duct. As detailed in Fig. 9, the
peak RMS value is about 1.4 Pa and the peak-to-peak spacing is 10 D. This predicted standing
waveform result agrees with the theory result, as discussed previously. Figure 8b shows the
solution with the HR at the first pressure node to the right of the sound source. As shown in
Fig. 9, the predicted standing wave pattern is nearly unchanged except for a slightly higher
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peak amplitude than the baseline. Figure 8c shows the result with the HR installed at the first
pressure antinode to the right hand side of the sound source. Compared to the other two cases,
the result of the HR at the antinode shows a weakened standing waveform of lower peak
amplitude. The original antinode location of the HR installation is turned into a node and the
phase of the standing waveform is shifted by 5 D distance (one half of the 10 D peak-to-peak

a) Baseline (no HR)

b) HR at pressure node

c¢) HR at pressure antinode

Figure 8. Acoustic pressure in root-mean-square values

Figure 9. Variation of acoustic pressure along duct

spacing). The peak RMS amplitude is seen to reduce to about 1.05 Pa, which is 25% lower
than the baseline condition.
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The result of the antinode HR installation in Fig. 9 also represents a reduced standing wave
ratio (SWR) (the ratio of the antinode to node amplitude) when compared to the baseline
condition. This suggests the modified standing wave is now comprised of two opposite
traveling waves of different amplitudes. This amplitude disparity may be understood from the
result of the HR design verification in Fig. 6. The HR produces a reduced transmitted sound
energy and therefore a lowered sound pressure. In the simulated standing wave condition, the
reduced sound amplitude wave, after being looped to the other duct end, becomes a right
running wave to interact with the left running wave of unattenuated sound pressure from the
sound source. The wave interacting result would not be a strict standing wave but includes
some left running wave component due to the higher amplitude of the constituent left running
sound wave from the source. The amplitude disparity also gives rise to lower resultant wave
amplitude in comparison to the unattenuated condition.

This simple problem demonstrates that when installed at a pressure node the Helmholtz
resonator (HR) is not effective of attenuating the standing wave in the looped waveguide. In
contrast, the attenuation becomes significant when the HR is at a pressure antinode. In the
baseline wind tunnel geometry, there is no efficient energy dissipating mechanism for
infrasound (lower than 20 Hz). The working of HR does not produce energy dissipation of
the infrasound power. Instead, the capability of weakening a standing wave is hypothesized
to come from mitigating the acoustic feedback excitation due to airline longitudinal
eigenmodes that escalates the open jet unsteadiness. This would further fuel the standing wave
energy into the otherwise uncontrolled increase of very intensified pressure pulsation in the
flow acoustic coupling phenomenon. In this sense, the role of the HR is attributed to
decoupling the infrasound excitation from the open jet unsteadiness.

4.4 Installation of HR on OJWT at Pressure Node

The effect of Helmholtz resonator on pulsation attenuation is first studied with the 3.06 Hz
HR installed at X=11.8 D, which is the first pressure node in the downstream of the collector
based on the baseline wind tunnel solution in Fig. 5. Figure 10 shows the predicted
perturbation pressure solution over the entire wind tunnel airline. The holistic response map
also reveals a clear pattern of standing waveform that is very similar to that of the baseline
result in Fig. 5 except that the peak pressure amplitudes are reduced slightly. The nodal HR
installation location remains essentially as a pressure node, where the response amplitude is
a minimum locally.

Figure 10. Perturbation pressures of open jet wind tunnel with HR at pressure node
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Figure 11. Perturbation pressures along airline

Figure 11 shows a comparison of perturbation pressures along the centerline of the
linearized airline. As shown, the standing waveform retains the same amplitude peak-to-peak
spacing while the nodal HR produces about 13% of peak amplitude reduction from the
baseline condition. The result of no phase shift in the standing waveform is similar to that in
the Figs 8b and 9 for the nodal HR on a straight duct. In that quiescent flow acoustic study
(Sec. 4.3), the simulated sound source strength is kept unchanged. In the wind-on OJWT, the
source of pressure perturbation is the flow unsteadiness of the test section open jet, which is
susceptible for acoustic excitations, particularly the low frequency longitudinal eigenmodes
of the wind tunnel circuit. Despite that the nodal HR is not expected to significantly alter the
acoustic response to the source of perturbation, the predicted 13% reduction in the peak
response pressure reiterates the acoustic susceptibility of the open jet unsteadiness and
suggests a design that acoustically decouples the open jet perturbation and longitudinal circuit
modes to be a potentially effective means to mitigate the pressure pulsation problem.

Figure 12 shows the companion frequency spectrum of the open jet turbulent kinetic
energy (TKE) with comparison to the baseline solution. As shown, the overall shape of the
TKE spectrum remains largely unchanged. The prediction shows compliance to the postulated
-5/3 slope energy cascading law in frequency range that are higher than the interested low
frequencies of pressure pulsations. The TKE reveals a steeper decay for frequencies higher
than 50 Hz. This result shows a proof of sufficient spatial resolution of the applied numerical
method for the transient open jet flow. As also shown in Fig. 12, the primary peak energy of
the vortex shedding frequency stays sharply at about 3.06 Hz as seen in the baseline condition.
The HR gives rise to a slight reduction in the peak energy of the flow unsteadiness and also
some different secondary peaks. From the standpoint of unsteady flow energy over the entire
frequency spectrum however, the effect of the nodal HR is insignificant to incur changes to
the open jet flow unsteadiness.
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Figure 12. Frequency spectrum of turbulent kinetic energy (TKE) inside open jet shear layer

The turbulence property reported in Fig. 12 is surveyed inside the open jet shear layer that
is located at X=1.75 D and on the nozzle lip line (0.5 D radial distance from centerline). In
the baseline wind tunnel solution (Yen et al., 2025), this axial location revealed self-similar
shear layer velocity profile where the TKE cascading in the frequency spectrum showed a
decaying trend that complied with the -5/3 slope law as postulated to take place in the inertial
subrange (Tennekes and Lumley, 1972; Wilcox, 1998). The same location will be used for
the TKE reporting throughout the study.

4.5 Installation of HR on OJWT at Pressure Antinode #1

The baseline OJWT solution shows the first pressure antinode downstream of the test
section is located at X=7.7 D. This is the first antinode location chosen to demonstrate the
effectiveness of the 3.06 Hz HR for pulsation attenuation. Figure 13 shows the predicted
perturbation pressures. In a stark difference from the strong pulsation condition in Figs. 5 and
10, the amplitudes of the perturbation pressure are significantly diminished along the entire
airline. The strong standing waveform in the baseline wind tunnel and the nodal HR
installation case no longer prevails. As presented in Fig. 13, the perturbation pressure
amplitudes become so low that the only region of appreciable fluctuations is inside the open

Figure 13. Perturbation pressures of open jet wind tunnel with HR at pressure antinode #1
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Figure 14. Perturbation pressures along airline

jet shear layer and the downstream airline duct until the resonator location. The perturbation
amplitudes inside the shear layer are also reduced in comparison to the two much intensified
conditions in Figs. 5 and 10.

Figure 14 shows the centerline Cp', rms as a function of the axial displacement from the
nozzle exit. The result clearly echoes the result in Fig. 13 regarding the highly effective
pulsation attenuation result with HR at the first antinode location. Outside the test chamber,
the perturbation pressure along the airline is reduced to below 10% of the nozzle exit dynamic
pressure. In contrast, the Cp', rms is higher than 92% with the baseline wind tunnel airline.
The waveform of the pressure perturbations reveals a quicker variation (smaller wavelength)
in a small axial range between X/D=0 and 5.0. This is related to the hydrodynamic signature
imposed by the open jet vortex shedding. The attenuation effect of the HR can be seen in the
test section range (bewteen X/D=0 and 2.0) to produce 5 to 6 times reduction from the peak
perturbation pressure of the baseline condition.

Figure 15 shows the frequency spectrum of the TKE inside the open jet shear layer. The
sharp peak of the turbulence energy at 3.06 Hz in the baseline condition is eliminated with
the HR at the first antinode (denoted as AN#1 in Fig. 15). The controlled condition generates
a few secondary frequency peaks and the overall broadband spectrum of the TKE resembles
the baseline result except for slightly lower energy above 30 Hz. The computed turbulence
solution retains the compliance with the -5/3 law of energy cascading rate in a frequency range
that are higher than the interested perturbation infrasound. Steeper turbulence energy decay
occurs at frequencies higher than 30 Hz.
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Figure 15. Frequency spectrum of turbulent kinetic energy (TKE) inside open jet shear layer

4.6 Installation of HR on OJWT at Pressure Antinode #2

The second pressure antinode in the test section downstream is located at about 15.7 D
distance from the nozzle exit. The 3.06 Hz HR installed at this location is studied next. Figure
16 shows the contour map of the predicted perturbation pressure over the entire wind tunnel
airline. Similar to the result of HR at the first antinode, the effect of pulsation attenuation is
also significant. The standing wave in the baseline airline condition is largely diminished and
the appreciable fluctuations are now only seen between the collector and the HR installation
location. The magnitude of perturbation pressures inside the open jet shear layer remains high
as was the case with the HR at the first antinode but much weaker in comparison to the
baseline condition with more intensified pulsations.

Figure 16. Perturbation pressures of open jet wind tunnel with HR at pressure antinode #2
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Figure 17. Perturbation pressures along airline

Figure 17 shows the Cp', rms distribution over the airline. The result confirms the effective
pulsation attenuation result shown in Fig. 16. The amplitudes of the perturbation pressure
remain below 10% of the nozzle dynamic pressure in the airline upstream of test section. In
the downstream, a stronger standing wave pattern can be seen with 27.3% maximum peak
amplitude until the second pressure antinode. Attenuation on the test section pulsation level
is also quite similar to the result of the HR at the first antinode. Although not as visible in
Figs.13 and 14, the HR at the second antinode in Figs. 16 and 17 produces a weakened
standing wave remnant that is confined to the axial range between the test section and the HR
location. The peak-to-peak distance of the standing wave also becomes shorter than that in
the baseline wind tunnel condition. This suggests that the most intensified response frequency
has been modified to a higher frequency.
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Figure 18. Frequency spectrum of turbulent kinetic energy (TKE) inside open jet shear layer

Figure 18 shows the frequency spectrum of the TKE inside the open jet shear layer for this
antinal HR case (denoted as AN#2 in Fig.18). Figure 18 shows a very similar result to Fig.
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15 that includes the elimination of the most dominant peak frequency, generation of secondary
peaks and slightly lower turbulence energy in the broadband frequency range above 30 Hz.
The predicted turbulence energy cascading again shows compliance with the -5/3 slope law
over the frequency range between 10 Hz and 30 Hz, followed by a steeper decay rate in the
higher frequencies.

5 Conclusion

An innovative and very efficient predictive computational strategy was successfully
demonstrated in a previous study that pertained to the prediction of low frequency pressure
pulsation phenomenon in a Géttingen style open jet wind tunnel. This study applied the same
computational strategy and extended the work to demonstrate the predictive solution
capability on pulsation mitigation using Helmholtz resonator (HR). It is anticipated that the
new computational technique can supplement or eventually replace physical experiments at
model scale whose objective is to identify and eliminate problematic pulsation in new full
scale wind tunnel design. The demonstration again proved the computational efficiency and
accurate nature of the computational aeroacoustic solver JUSTUS together with the applied
analysis strategy. The computer simulation presented a holistic picture of the pressure
pulsation over the entire wind tunnel airline. This solution capability provides detail of the
formation of standing waves along the airline in different controlled scenarios with the HR.
The study clearly demonstrated a strong dependence of pulsation attenuation on the HR
installation location.
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Abstract: A primary distributed suction located at the close upstream of
center-belt in HAWT (Hyundai Aero-acoustic Wind Tunnel) has been a
major source of static pressure gradient inside a plenum. This gradient,
however, is further augmented by a vortex generating (VG) system, which
has been installed recently to mitigate aerodynamic data fluctuations. To
alleviate the steep static pressure gradient, an optimal configuration of a
boundary layer control system is investigated numerically regarding the
static pressure gradient as well as the corresponding boundary layer
thickness inside the plenum. Various configurations are investigated for
the primary suction and scoop, secondary tangential blowing slot. With
the combination of the primary suction (or scoop) and tangential blowing
slot, a flatter static pressure gradient is obtained without sacrificing a
boundary layer thickness compared to the current configuration. Secondly,
a new VG configuration with less deviation in static pressure gradient is
suggested by numerical investigations. In terms of reducing the
aerodynamic data fluctuation, this new VG is experimentally proven to
show comparable performance to the original VG.



1 Introduction

To have better simulation in open-jet automotive wind tunnels, flow qualities such as
pressure fluctuation, boundary layer thickness and static pressure gradient in the
plenum have been of great interest for aerodynamic engineers [1-6]. The Hyundai
Aero-acoustic Wind Tunnel (HAWT) has been placed in operation since 1999 [2] and
has been suffering from the flow quality problems. In 2000, for instance, unexpected
pressure fluctuations were found at initial commissioning tests and a structural
modification in a collector was followed [3]. Even though the pressure fluctuations
were fairly mitigated after this corrective work, they still exist today. The second
problem is the negative static pressure gradient inside the test section. In HAWT, the
boundary layer is solely controlled by the primary and secondary distributed suctions
at the close upstream of the moving ground system. This suction-dependent system
has been a major source of the steep negative static pressure gradient in the test section,
which has restricted any upgrade accompanying a side effect on the static pressure
gradient.

For instance, a vortex generating system (VG) on a nozzle lip is experimentally proven
to mitigate the low frequency data fluctuations, which halves the required data
recording time (figure 1) [1]. However, the negative axial static pressure gradient
within the plenum is increased by the VG, and a vehicle surface pressure is changed
correspondingly (figure 1¢). With the change in the axial static pressure gradient, the
drag coefficient of a vehicle increases, and some aerodynamic parts show different
effects on the drag coefficient. This is one of the reasons for an automotive wind
tunnel to make the static pressure gradient as flat as possible. Therefore, the use of the
VG in HAWT has been considered unacceptable.

Figure 1. (a) Retractable vortex generators (VG) on the nozzle lip and its schematics.
(b) Time histories of the drag coefficient and (C) deviation in the static pressure
coefficient on the upper surface at y=0 of a DrivAer notchback model [1]



In this study, the vortex generating system (VG) is installed in a virtual HAWT model
despite its negative impact on the steep static pressure gradient. After then, alternative
boundary layer control layouts are numerically investigated to alleviate the steep static
pressure gradient, without sacrificing the boundary layer thickness. The investigated
alternative layouts are inspired by the novel designs of the state-of-the-art automotive
wind tunnels [7-12]. Additionally, the static pressure gradients in the plenum are
investigated for alternative VG configurations. A sophisticated virtual wind tunnel
geometry and associated numerical schemes to assess wind tunnel interference effects
such as the static pressure gradient and boundary layer thickness are introduced as
well.

2 Numerical Setup

Figure 2. (a) Reconstruction of three-dimensional CAD geometries of HAWT.
(b,c) Computational domain and grid systems. Note that secondary suction and
blowing are not activated in this study

As a first step toward building the virtual wind tunnel, the three-dimensional CAD
geometries of the entire circuit are reconstructed from the old blueprints written in the
90’s. Missing parts and details are supplemented by the point cloud data measured
from a state-of-the-art three-dimensional laser scanner (figure 2a).

For the investigation on the flow physics in the plenum, the computational domain
can reasonably be reduced to the settling chamber with contraction, the first high-
speed diffuser and the plenum with its appendages. In the plenum of computational
domain, the center-belt of the moving ground system, the primary distributed suction,
and the VG at the nozzle lip are considered (figures 2b,c). The air removed by the
primary suction is reinjected to the plenum through blowing slots at the wall behind
the nozzle. Even though HAWT has the secondary distributed suction and associated
blowing slots, they are not activated in this study due to their minor impact on the
negative axial static pressure gradient and the boundary layer thickness.



The governing equations for the 3-D incompressible turbulent flow in the virtual wind
tunnel are solved numerically using a STAR-CCM+ with the built-in standard steady-
state K-Omega SST turbulence model with all y" treatment. The so-called coupled
implicit solver with the implicit spatial integration using a coupled algebraic multi-
grid method is implemented, and the convective and diffusion terms are discretized
by the second-order upwind scheme. At the boundaries, a boundary-normal mass flow
condition is applied to the blowing slots, circuit inlet and outlet. A slip wall with
prescribed boundary-normal velocity is imposed for the distributed suction, and a
convective outflow boundary condition with gauge pressure of OPa is applied to the
air breather above the collector flap. The no-slip condition is imposed on the rest of
boundaries (figure 2C).

The trimmed cell type grids with 10 prism layers are imposed on all the surfaces
except for the high-speed diffuser, the side walls and ceiling of the plenum. The first
grid height is small enough to insure the y* value below unity at 140kph, and the
longitudinal size of surface grid ranges from 3 to 30mm (figure 2¢). The maximum
volumetric grid size is 256mm. A grid convergence test is conducted to ensure less
numerical errors, especially for the boundary layer and static pressure gradient.

For validation of the current numerical method, the calculated boundary layer profile
and the axial static pressure gradient are compared with those of the experimental
results (figure 3). Unless otherwise noted throughout the study, they are measured at
the middle of center-belt (x=0m) and 0.6m above the ground (z=0.6m), respectively.
Note that despite the secondary distributed suction with its associated blowing slots
are excluded throughout this study, they are included in the present validation case
because this is the test standard of HAWT. The calculated results are in excellent
agreement with those of the experimental results, confirming the validity of the
current model. The numerical model well captures the change in negative axial static
pressure gradient by the VG (figures 3b,c).

Note that the dq9 value of the case without the secondary boundary layer treatment
will be globally used in normalizing all the heights in the boundary layer profile
throughout the paper. For instance, the boundary layer thickness of the standard
experimental case with primary and secondary treatments is calculated to be 0.92649.
Likewise, the AC, 4o value along the center-belt (-4m to 4m) of the case with VG and
without secondary boundary layer treatment is used to normalize the static pressure
gradient.

Figure 3. (a) Boundary layer profiles at x=0m without the VG. Axial static pressure
gradients at z=0.6m without (b), and with (c) the VG



3 Investigation on Boundary Layer Control Systems

3.1 Primary suction

Figure 4. (a) Boundary layer profiles at x=0m and (b) axial static pressure gradients
at z=0.6m for the different suction mass flow rates

As described in the introduction, the VG increases the negative static pressure gradient.
With the existence of the current unmodified primary distributed suction, the VG
increases AC) value along the center-belt (-4m to 4m) from -0.69 to -1.0AC,,. This
chapter will show that the increased AC), value can be decreased by manipulating the
total mass flow rate, location, and size of the primary suction [7-10].

The mass flow rate of the current unmodified position is investigated first, which can
be the easiest test case in the real world. However, when the negative static pressure
gradient becomes less steep, the boundary layer thickness becomes large, and vice
versa (figure 4). For example, reducing the suction mass flow rate from 1 to 0.4~0.6
reduces the AC,¢ value along the center-belt from -1.0 to -0.69AC,, (figure 4a).
However, it increases the boundary layer thickness from 1.0 to 1.21849 (figure 4b). In
a similar way, tripling the suction mass flow rate effectively reduces the boundary
layer thickness from 1.0 to 0.35849, while increasing the AC,; value along the center-
belt from -1.0 to -1.60AC, 4, (figures 4a,b). Therefore, adjusting the suction mass flow
rate is not acceptable.

Figure 5. The (@) increase in size, and (b) change in location of the primary suction.
(b,e) Boundary layer profiles at x=0m and (c,f) axial static pressure gradients at
z=0.6m for (a) and (b), respectively



The recent automotive wind tunnels usually have large suction area to avoid strong
suction velocity near the test section [7-10]. Here, the size of the primary distributed
suction is extended toward the nozzle exit plane, and the total suction mass flow
amount is not changed (figure 5a). The increase in primary distributed suction size
does not decrease the boundary layer thickness (figure 5b) and has limited effect on
the mitigation of the negative axial static pressure gradient (figure 5c). For example,
with the increase in the size from 1 to 5, the AC,; value along the center-belt (x=-4m
to 4m) is reduced from -1.0 to -0.69AC,,,. Note that the corresponding AC,,s value of
the case with no suction is -0.50AC,,. Although the data are not presented here,

increasing the suction mass flow rate for the extended suction size is not acceptable
due to an excessive negative axial static pressure gradient.

The next step is to move the primary distributed suction toward the nozzle. In this
case, the size of the suction plate and total suction mass amount are not changed.
Interestingly, the boundary layer thickness remains nearly constant regardless of the
suction plate position (figures 5d,e). Moving toward the upstream reduces the flow
speed inside the boundary layer, which results in slight increase in the displacement
thickness. Because the position 5 is far from the test section, the axial static pressure
gradient is almost identical to that of the case with no suction (figure 5f).

Also, a reason for the upstream suction position can be found in the boundary layer
profiles of the case without no suction. Here, the boundary layer thickness at the
contraction exit (x=-10m) is already almost half of that at the leading edge of the
center-belt (x=-4m) (figure 6). Therefore, the primary suction should be located inside
the nozzle (i.e. position 5) exit plane to remove this already-grown local boundary
layer. The regrowth of the boundary layer after the primary suction can be removed
by secondary or tertiary boundary layer treatment [7-12].

Figure 6. Boundary layer profiles of the case with no suction at x=-10, -7, -4 and Om



Figure 7. (a) Boundary layer profiles at x=0m and (b) axial static pressure gradients
at z=0.6m for the primary suction in position 5 of figure 5d

Finally, the suction mass flow rate at the far upstream (i.e. position 5 of figure 5d) is
investigated (figure 7). Note that the increase in the suction mass flow rate at the close
upstream of the center-belt (position 1 of figure 5d) has proven to be unacceptable due
to the excessive negative axial static pressure gradient (figure 4).

At position 1, the boundary layer thickness is effectively reduced by increasing the
suction mass flow rate. For instance, tripling the suction mass flow rate reduces the
boundary layer thickness from 1.0 to 0.3584¢ (figure 4a). At position 5, however, the
boundary layer thickness is not effectively reduced by the increase in the suction mass
flow rate. For example, tripling the suction mass flow rate merely reduces the
boundary layer thickness from 1.16 to 1.084¢ (figure 7a). These results indicate that
the current suction mass flow rate is enough to remove all the local boundary layer at
position 5. Without the boundary layer control, note that the boundary layer thickness
at X=-10m 1is half of that at x=-4m (figure 6). Admittedly, the axial static pressure
gradient at the test section is not affected by the increase in the suction mass flow rate
(figure 7b).

3.2 Primary scoop

Figure 8. (a) Velocity contour around a primary scoop. (b) Boundary layer profiles
at X=0m and (C) axial static pressure gradients at z=0.6m for the different scoop
locations

In this chapter, a primary scoop with a passive convective outflow boundary condition
with gauge pressure of OPa is employed (figure 8a). According to the previous studies
[6,12], the scoop should be located inside the nozzle exit plane to avoid pressure
interference from a vehicle. Because the boundary layer thickness at the nozzle exit
plane (x=-7m) is approximately 0.92844 (figure 6a), the scoop with width of 1.0844 is
representatively investigated for the various locations from X=-7m to -10m. It is
obvious that the boundary layer removal becomes effective as the scoop moves close
to the test section (figure 8b). The scoop itself, regardless of its location, does not
affect the axial static pressure gradient within the test section (figure 8c). With the
scoop at x=-7m, the boundary layer thickness is 0.75849. This value is remarkably
small since the boundary layer thickness with the primary suction at the similar
location is greater than 1.084¢ (figure 5e).

Although the data are not presented here, the scoop with width of 0.5844 is not enough
to remove all the boundary layer at x=-7m. On the other hand, the scoop with width
of 1.5849 is redundant and has a similar boundary layer removal performance of the
scoop with width of 1.064q.



3.3 Tangential blowing

Figure 9. (a) Velocity contour around the tangential blowing slot. (b) Boundary
layer profiles at x=0m and (C) axial static pressure gradients at z=0.6m for the slot
width of 0.10849

A lot of modern automotive wind tunnels employ a tangential blowing system as a
supplementary boundary treatment [7-12]. As a preliminary study, a tangential
blowing slot at the leading edge of the center-belt (x=-4m) is introduced without other
boundary layer control systems. The slot span length in y-direction equals to the length
of the nozzle. The X-directional length is one tenth of that in y-direction. The bottom
surface within the slot asymptotically matches the test section ground (figure 9a).
Considering the previous theoretical and experimental studies [4,5,13], the slot width
0f 0.05, 0.10, 0.20849 and the blowing speed of 1.03, 1.29, 1.54u., are considered.

The results for the slot width of 0.1084 are representatively presented in figures 9b,c.
With the tangential blowing, the boundary layer displacement thickness is decreased
due to the increase in the velocity near the ground (figure 9b). However, the boundary
layer thickness itself is rarely affected by the tangential blowing because the blowing
jet is not fully mixed throughout the entire height of the boundary layer [4,13], which
is why the tangential blowing should be used in conjunction with the primary
boundary layer control system.

In this slot width, the proper blowing speed is around 1.29U. to prevent velocity
overshoot near the ground. As investigated previously [4,5], the associated static
pressure gradient deviation is limited compared to that of the suction (figure 9c). For
example, the AC,; values along the center-belt (x=-4 to 4m) are -0.46AC,, and -
0.50AC) for with and without tangential blowing, respectively. Although the data
are not presented here, the blowing speed needs to be higher for the smaller slot width.
Further studies are needed to optimize the curvature within the slot, which is believed
to affect the mixing behavior of the blowing jet within the boundary layer.

3.4 Combined boundary layer control system

Figure 10. (a) Boundary layer profiles at x=0m and (b) axial static pressure gradients
at z=0.6m



Finally, an optimal boundary layer control system in HAWT is realized by combining
the primary suction or scoop with the secondary tangential blowing, which has already
been demonstrated in the modern automotive wind tunnels [7-12]. From the
conclusions above, the best options of each system are selected and representatively
investigated. For instance, the upstream primary distributed suction (i.e. position 5 in
figure 5d) with the current basic suction mass flow is considered. For the primary
scoop, the width is 1.08499 and the location is at the nozzle exit plane (X=-7m) (figure
8b). The width of tangential blowing slot is 0.10849 and the blowing speed is 1.29U..

The combined system of the primary suction or scoop with the tangential blowing
shows the boundary layer thickness around 0.92~1.08q9 (figure 10a), which is
comparable to the value of the current basic configuration (1.0899). Moreover, with
the mass and momentum supplied from the tangential blowing, the boundary layer
displacement thickness is significantly reduced. The displacement thicknesses are
0.042 649 and 0.016649, respectively, for the current basic configuration and the
primary suction with tangential blowing configuration. Even though the boundary
layer (displacement) thickness is not sacrificed, the axial static pressure gradient
becomes significantly flat. The AC,¢ values along the center-belt (x=-4m to 4m) are
-0.46ACso and -0.42AC), respectively for those with the primary scoop and suction,
which are even lower than that from the case without the boundary layer control
system (ACps = -0.50AC).

4 Investigation on a new VG Design

Figure 11. (@) The nozzle of HAWT. In red and blue regions, (b) inward and (C)
outward vortex generating plates are respectively positioned

In addition to the investigation on the boundary layer control system, this chapter
focuses on finding an alternative VG configuration whose associate negative static
pressure deviation is less than the current VG. The current VG consists of flat plates,
which are tilted 10° toward the free steam (figures la, 11b). This configuration
squeezes the free stream and causes the augmentation of negative static pressure
gradient in the test section. To the best of authors knowledge, the reason for the
deviation in static pressure gradient under this configuration is not clear. After all, a
new VG design is employed not to squeeze the free stream. Therefore, outward-tilting
plates are additionally considered (figure 11c). Refer to the positions of inward- and
outward-tilting plates at the nozzle lip in figure 11.



In this study, inward-only and outward-only VGs are respectively considered. The
(ACys/ACyso, AUlUs) values along the center-belt (x=-4m to 4m) of inward and
outward VGs are (-1.0, 0.013) and (-0.57, 0.003) respectively (figures 12a,b). Note
that the corresponding (AC,s, AU/Ux) values of no-VG case are (-0.69, 0.007). These
results indicate that the outward VG case shows a flatter static pressure and velocity
gradient in the test section than those of inward VG and no-VG cases.

Figure 12. (a) Axial static pressure gradients and (b) velocity profiles at z=0.6m. (C)
Velocity magnitude contours at x=0. The location and direction of arrows in (C)
indicate the position and tilted direction of the vortex generating plates, respectively.
(d) Schematic diagram of shear layer behaviors in open-jet test section

In no-VG case, large-scale coherent shear layer vortices are developed along the
smooth perimeter of nozzle outlet. For instance, coherent z- and y-directional vortices
are respectively observed for the lateral and upper sides of free stream jet boundary in
no-VG case (figures 12¢,d). These large-scale vortices are reflected by collector flaps
and cause data fluctuation [1,2]. The primary purpose of VG is to dissipate these large-
scale vortices into smaller pieces, thereby reducing the reflecting flow [1].
Interestingly, the coherent shear layer vortices disappear for both cases with inward
and outward VGs (figure 12¢). Small staggered vortical structures are presented along
the free stream jet boundary, instead. Since the inward VG has experimentally been
proven to mitigate data fluctuations, the outward VG is expected to show a similar
effect.



However, the numerical investigation on unsteady data fluctuations with VG is
limited since the current numerical scheme employes the steady-state solver. An
unsteady numerical scheme needs to be developed and validated in the near future. In
this study, experimental investigations on the unsteady characteristics of VG are
presented alternatively.

Figure 13. VG and pitot tude set-up in HAWT

Figure 14. Time histories of static pressure at 0.6m above the middle of center-belt
and their FFT results with (a) no-VG, (b) inward VG, (¢) and outward VG

For the experiments, inward and outward VGs were installed on the nozzle lip of
HAWT. With a pitot tube, time histories of static pressure at 0.6m above the middle
of center-belt were measured for no-VG, inward VG, and outward VG cases (figures
13,14). In case of no-VG, the dominant frequencies of the static pressure fluctuation
occur at around 0.5, 1.5 and 2.5Hz. On the other hand, the inward VG reduces the
magnitude of dominant frequencies at 0.5 and 2.5Hz. The outward VG also reduces
the dominant peaks at both 0.5 and 2.5Hz, but the magnitude at 2.5Hz is greater than
the case with inward VG.

Especially, the reduction in the peak at 0.5Hz is an encouraging result since the
required data acquisition time depends on the fluctuation in lowest frequency. As the
inward VG halves the required data acquisition time, a similar effect is expected with
the outward VG. To validate this assumption, drag fluctuations of DrivAer model with
outward VG will soon be conducted.



5 Concluding remarks

A vortex generator (VG) on the nozzle lip was developed to reduce the fluctuation in
aerodynamic data but the application of it has been limited because it increases the
negative static pressure gradient. To alleviate the increased negative static pressure
gradient by VG, alternative boundary layer control systems are numerically
investigated. A far upstream primary distributed suction (or scoop) with secondary
tangential blowing near the test section shows the most flatest static pressure gradient,
without sacrificing the boundary layer thickness. Secondly, the new VG configuration
is suggested by numerical simulation and is validated by experiment. This VG reduces
the fluctuation in the aerodynamic data and shows the minimal deviation in the
negative static pressure gradient. The combination of the new boundary layer control
systems and new VG will help HAWT to have better flow quality.

Throughout the study, the current numerical scheme is validated to capture the various
wind tunnel interference effects. The application of this invaluable method will not be
limited to the current study and will be expanded to understand other flow physics.
For instance, correlation study on the wind tunnel and open road conditions will be an
interesting research topic. In addition to the current steady-state scheme for the wind
tunnel, an unsteady scheme is under development.
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Abstract: Usually, wind tunnels have a supervisory control system
originally installed. However, just like subsystems, the supervisory
control system will “age” as new requirements come up. For some time,
it might be possible to add functionality or to develop adjacent systems
for certain tasks at rising cost. However, at some point it is just time to
replace the system reaching its limits. Then, minimal downtime and
minimal changes to subsystems to not involve all different (maybe even
no longer available) suppliers is the goal. Thus, an ideal solution would
be a modular and configurable system by a proven IT-integrator that can
adapt to the present subsystem interfaces and their behaviors.
Simultaneously, the new system shall avoid running into such
obsolescence situations quickly again. Thus, it should offer a lot of
configuration options and modularity to allow for future changes. We
present a NoCode/LowCode-concept based on our platform WTCS,
suitable for upgrades with minimal downtimes (actual parallel operation
with the old system in many situations), and massive adaptability and
future-readiness by modularity. From a self-installable base set, over
customer-usable configuration editors for interfaces, test sequencer
environment and ISO17025-compliant test management, to user-defined
user interfaces, the system allows for various project situations from full-
service projects to almost exclusive customer-executed implementation
after corresponding training.

1 Introduction

When building a wind tunnel, the necessity of regular mechanical, electrical or
hydraulic maintenance is accepted. Also, such components might have to be replaced
over the wind tunnel’s life cycle. But the Wind Tunnel Control System (WTCS) is
software, and software does not age.

However, requirements evolve. New test scenarios come up. In compliance with
regulatory guidelines requirements for documentation or traceability will change and
become more challenging to keep up with. IT- and information security guidelines are
evolving. Aspects of energy efficiency, increasing time and cost efficiency add to that.
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These changing requirements impose increasing requirements on the WTCS, which
likely was well-suited to orchestrate the subsystems of the original wind tunnel setup.
For some time, adding new functionality by attaching another tool, another script to
the existing WTCS might work. But at some point, the requirements have changed
dramatically. Thus, an outdated, pure SCADA system cannot keep up with the modern
world of aerodynamic, aero-acoustic or thermal testing.

Then, it is time for a change. A modern, flexible, and adaptable IT-system, suited for
control of all subsystems, for thorough data handling, process-safe information
tracking, and efficient test-process automation is a major upgrade. It can significantly
boost the facility’s performance in efficiency, data and process quality, as well as test
capabilities. However, such upgrades are major interruption of operation and may
cause a ripple effect of remodeling interfaces or replacing hardware in all subsystems.

Thus, such upgrades are often avoided as long as possible, adding more extra tools,
scripts, workarounds, operational procedures to keep the old world intact. However,
this means investing more into obsolete systems and infrastructures, further losing
ground to competitors, and increasing the effort when eventually deciding to upgrade.

Thus, it is important for wind tunnel centers to find ways to upgrade their control
systems in a convenient way. Similarly important for system suppliers is to develop
WTCSs with configuration and comfort features, to enable such upgrades with
minimal downtime at minimal cost for the wind tunnel center.

The following sections describe the relevant aspects of WTCSs, reasons to upgrade to
a more modern solution, the state of the field in terms of upgrade procedures as well
as the common pitfalls. Then a novel approach is developed, the necessary
improvements to WTCSs for such approach are described, and the benefits of this
concept are highlighted.

2 Wind Tunnel Control Systems

The main task of a WTCS is interaction with the wind tunnel’s subsystems. It sends
setpoint commands controlling the test conditions. It reads status information and
measurements and orchestrates the operation of all subsystems. Communication relies
on industrial communication protocols like ProfiNET; OPC UA, etc., but also,
proprietary Ethernet-based communication. Some subsystems are even controlled by
analog and digital I/Os. Each subsystem exhibits a certain interface behavior, i.e. a
certain way to react to commands, faults, etc. A well-defined architecture would
standardize this behavior for all subsystems allowing easy modifications. However,
each WTCS has different behavioral preferences. Thus, replacing the WTCS results
in interface adaptation either within the new WTCS or in each connected subsystem.
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Data obtained from subsystems is distributed to other subsystems for coupling and
interlocking. Data is also presented in the user interface. Thus, data distribution is an
important task. Often, hard links have been established, e.g. by (physically) wiring
signals between subsystems. This might work while the architecture is constant, but
it poses challenges when replacing subsystems. Thus, routing all data through the
WTCS is advisable. Its subsystem interfaces act as hardware abstraction layer and
ensure that changes to one subsystem don’t affect the others. Also acting as ’behavior
abstraction layer” the interface drivers can provide a high degree of agnostics for each
subsystem towards the WTCS and other subsystems.

All data shall be recorded. Continuous data recording in a ring-buffer database enables
maintenance and fault-finding. Test-related, file-based recording in text or binary
formats ensures all information about a test is stored in a dedicated place. Use of
standard formats is advisable for easy access by all stakeholders. The formats should
allow structured metainformation storage from test definition and documentation
alongside the time-series data. Such metainformation is important for traceability and
test documentation. Storage in text-files with minimal header information is no longer
suitable. Instead, formats with extensible, indexed metadata are advantageous.

Recorded and live data commonly require processing. Derived quantities are
calculated online from raw data, e.g. the wind speed from pressure differences in the
plenum or nozzle. Statistics are calculated on recorded time series, data is checked for
limit violations, etc. Thus, a configurable online calculation module computing
derived quantities based on formulas is needed. Those math operations shall be
adaptable to new situations, e.g. re-calibration, new entities, changes in parameters
sets, etc. A suitable automated post-test analysis system should be included. To meet
changing requirements, the analyses executed on test steps, test runs, or the test
session must allow flexible modifications on processing and reporting.

The data obtained is visualized in standardized tables, graphs as well as specifically
designed schematics of e.g. the cooling system, safety-related signals, etc. Also,
historic data for trends as well as meta-information of the test are important to display.

Besides visual inspection of the data, automated monitoring is important. Failures or
unexpected events should stop the test sequences. Notifications about violated test
conditions help save time, otherwise wasted on unusable results. Further monitoring
might be useful for process automation. The concept of monitoring parameterized
rules, and on occurrence reacting with a certain sequence of steps is quite universal.

As results are only meaningful in context of the test description, thorough test
management, describing the test is important. Also, integration with the department’s
test process is necessary. For uninterrupted operation, even without connection to
central test planning, a local test management with reasonable capabilities including
change tracking in compliance with ISO17025 [ISO17a] should be part of a WTCS.

Documentation of the tests starts with automated generation of reports without manual
interaction to ensure no tampering with data can occur. But there are other aspects:
photo documentation of the vehicle during a test run proves that test description and
actual execution configuration match. Logging user comments and notes is also part
of the ISO17025-compliant documentation.
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All shall be in the context of the test description and results for a comprehensive and
conclusive data set. Thus, data management is important. This includes archiving data
to central test result management systems, removal of outdated data after archiving as
well as separation of data belonging to different customers of the facility.

Automated test sequencing allows efficient test execution. Such sequences shall be
easy to generate (e.g. from setpoint lists) and shall simultaneously be curated and
quality assured for reproducibility and traceability by using templates. They should
allow for a maximum of automation for a maximum of efficiency in test execution.

Collaboration between the operator and the test engineer is key for efficient and
successful operation. Thus, both should have access to all relevant information. This
includes viewing data, but is most powerful, when enabling the engineer to enter data
defining upcoming test runs while the operator focuses on the execution.

Also, system administration is important. While overseeing daily operations, the wind
tunnel engineer is responsible for first level support and maintenance. With an
aerodynamics background, this person usually does not have in-depth IT knowledge.
Thus, the administration, fault finding, etc. must be suitable for a trained user instead
of a team of IT experts. In addition, recurring tasks should be encapsulated and
automated to minimize the time effort required for routine maintenance.

The wind tunnel department is interested in process data and KPIs of the facility.
While long-term storage and analysis of such data is not the primary scope, the
systems should support necessary recording and processing to provide such data in a
suitable way to department systems for further investigation.

3 Reasons for an Upgrade

There are various reasons to upgrade a WTCS. Most common is a major renovation
of subsystems. Then, WTCSs with hard-wired or hard-coded interfaces require a
significant redesign. Thus, it is a common time to decide on a completely new WTCS.

Also, the lack of test management or documentation in older systems leads to such
decisions, especially with new norms and regulations. With stricter homologation
requirements (e.g. in the context of WLTP [WLT21a]) thorough documentation of
test conditions and results becomes mandatory [Jac24a]. ISO17025-compliant test
processes require integration into department-wide test workflows, change tracking
and data integrity measures. These are not easily achievable with legacy systems.
Thus, upgrading to modern systems with integrated test management, photo
documentation, change tracking, and quality assured data handling is advisable.

Lack of modularity and extensibility can lead to a deadlock where new features (e.g.
support for active aerodynamic components [Jac25a]) cannot be added — or at extreme
cost. Thus, the desire to enhance efficiency, capabilities or quality by new features
can be another important reason for a new WTCS is necessary.
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Old systems might not be compatible with new operating systems. Porting the existing
system can be expensive if the software is not based on a platform with longevity in
mind. Also, IT- and data security are increasingly important. Shared logins must be
replaced with personalized accounts.IT infrastructure must enforce password rules
and changes. Data security calls for separation of data of various customers, protection
of personal data, etc. Achieving this requires significant reorganization and
reprogramming for legacy systems. Such aspects can also lead to renewal.

4 Usual Upgrade Procedure

The usual upgrade procedure of a WTCS as outline in Figure 1 starts with gathering
information about the interfaces of the subsystems. As the subsystems should be kept
constant to avoid complexity and cost, full understanding of the data, the exchange
mechanism as well as the subsystems’ behavior is required. This involves extensive
forensic work as old interfaces are often not well documented. Anything missed here
has a significant impact on the commissioning of the new WTCS with unpleasant
surprises later. Next, the features and capabilities of the new WTCS are specified.

Figure 1: Common workflow of traditional wind tunnel control system upgrades

On this basis, the WTCS is implemented. If changes to subsystems are planned, this
happens in parallel. After completion of software development, the operation of the
facility is halted. Now there is no way back to the old system. The old WTCS is
removed, physical interfaces are modified, and installation of new hardware begins.

Commissioning begins with subsystem interface tests. For a new wind tunnel, the
subsystem supplier joins these tests. However, when upgrading, the subsystem
supplier is usually not involved as their system was delivered long ago. They might
even be no longer in business. The software supplier must test the interfaces alone,
without support. Findings must be analyzed without insights into processes within the
subsystems, and all solutions must be found within the new WTCS. There is a high
risk of blocking issues, unexpected delays, and added cost for spontaneous changes.

The commissioning phase continues with complete tests of the new WTCS, the site
acceptance test, and training for the operating and administering personnel. Finally,
operations can be ramped up again. In the first weeks and months, the personnel will
still have to acquaint themselves with the new system, its workflows and features.
Thus, fully efficient operation will commence only after a certain time.
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5 Downsides of a traditional Upgrade

The major downside of such an upgrade is the risk in identifying the exact behavior
of the subsystem interfaces by complicated forensics. Any mistakes or missed
information can result in massive issues later. It requires a traditional, lengthy
specification as the supplier of the new WTCS must be familiarized with the wind
tunnel center’s detailed needs and wishes. The supplier needs a stable specification to
have confidence in the tasks and work packages. However, the wind tunnel center
might not have the time and resources for a full specification phase.

If old subsystem interfaces cannot be fully specified from available information or
forensics, it might be necessary to involve many suppliers, and some might not be in
business anymore. Thus, this can become a very complex project. The uncertainty in
subsystem interfaces also bears a high risk of additional cost and delays, up to the
point that the facility might not be operational due to blocking issues.

Shutting down operation on a certain date, then installing the new WTCS over several
weeks, with the risk of delays in case of unexpected roadblocks, results in a long,
unpredictable downtime of the facility. This queues up tests of important vehicle
development projects, and results in significant revenue loss.

The steep learning curve when the new system becomes operational can lead to
beginners’ mistakes and decreased productivity in the first month of operations. This
can be a prolonged period of unreliable, inefficient operation.

6 A novel Approach

Thus, a different approach as outline in Figure 2 is necessary. Instead of project-
specific development, it requires a configurable, adaptable and easily integrated
WTCS. Yet, the system must allow project-specific modules resolving roadblocks,
which pure configuration cannot resolve.

Figure 2: Workflow of novel wind tunnel control system upgrades

Ideally, the software is easy to install like office software. Thus, a downloadable
installer, provided by the WTCS-supplier is the starting point. It can be installed and
configured by IT-affine wind tunnel personnel on common hardware, and should
contain necessary secondary installers to set up the WTCS on operator and customer
workstations, etc.
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Integral part of the concept is configuring the new WTCS in parallel while still using
the old software. After basic installation, the subsystem interfaces can be configured
one by one. Unused times (e.g. night shifts) can be used for communication tests with
subsystems. Some communication settings of computers and subsystems might
require changes to switch between systems. But, in general this allows further
operation of the old WTCS without influence by and on the modernization project if
the subsystem interfaces do not rely on hardwired signals. The new WTCS provider
can support this with workshops and trainings, during which first configuration steps
are taken together. Then the wind tunnel center can continue with further subsystems
or additional settings saving cost of external personnel.

An important aspect is the ability to import and export the configuration in parts and
in full. This allows frequent backups to keep the last viable state and is helpful for
exchanging information between the WTCS supplier and the wind tunnel.

With such an approach, the facility can be operated with the old software until the
very end. Then the new, fully configured and tested system is activated for a seamless
transition. Defining test suites to validate the expected behavior and results and
executing them with the old and the new system gives confidence in operational
robustness and validity of results. As personnel is already working with the new
solution for a while during the configuration and testing, the transition process is much
smoother, and a higher operational efficiency from day one can be achieved.

7 Necessary Improvements of Wind Tunnel Control Systems

The provision of a configurable platform as shown in Figure 3 instead of project-
specific solutions is a major paradigm-change. The approach is not new, but often not
applied to niche-software like WTCSs. Such does not favor implementations of
expensive configurable modules over static, but cheaper hard-coded one-off solutions.
Thus, the approach is only suitable when having a significant client base with multiple
installations.

Figure 3: Platform concept
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Meeting the specific requirements for a certain wind tunnel requires a modular
approach. Distinct components should be separate platform modules, only included in
a system, if required. This allows lean solutions to support a broad range of scenarios.

Tailoring the WTCS to a specific wind tunnel in a no-code approach requires
convenient, end-user suitable configuration editors. These shall guide a domain expert
with minimal system knowledge in configuring subsystem interfaces, control
displays, data distribution, processing, and recording. Instead of technical aspects,
logical domain components shall be the configured building blocks.

For aspects, requiring more than just configuration, where a no-code approach is not
sufficient, a low-code approach should be followed. Scripting capabilities can tailor
the behavior of the system, e.g. by integration of analysis scripts for tools like
DIAdem, Excel or Matlab to process the result data automatically.

The concept is not limited to data analysis. It can be extended to most specific tasks
going beyond configuration by utilizing scripting languages like Python. This can also
include suitable APIs allowing development of specific code modules as outlined in
Figure 4 or SDKs and plugins as exemplarily shown in Figure 5 for a subsystem
interface driver. By providing such in various languages, including scripting
languages, users can easily extend and customize the system to their specific needs.
In addition, integration with external tools, which might provide valuable
functionality already at hand in the department, can significantly improve the benefits
of such solution.

Figure 4: APIs and Interfaces
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Figure 5: Architecture of interface drivers with modular interfaces and plugins

To keep track of the system configuration and allow for continuous support of such a
modular solution with a lot of configuration options by the wind tunnel center, the
software must allow for easy and reliable backups of the whole configuration as well
as for distinct parts of that. Such saved configurations must be easily exchangeable
between the supplier and the wind tunnel center to ensure both ends always have the
same configuration at hand in case of updates, fault-finding support and consulting
for modifications. Thus, thorough configuration management and tracking must be
established as well as a reliable mechanism providing the wind tunnel with easy to
install updates, setting up new software versions including the required configuration
and without voiding the already made configuration settings on site. Such is also of
importance in the context of IT- and information security standards like ISO27001 as
well as for the traceability and reproducibility of tests as the software configuration is
also part of the test setup. Figure 6 schematically shows such process for platform
code, project configuration management, update generation, execution, and
configuration feedback.

Figure 6: Concept of a version and configuration management cycle
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In support of the wind tunnel personnel, the WTCS provider must have suitable
domain-experts in operative and supervisory control aspects of aerodynamic and
climatic wind tunnels, who at the same time have strong IT knowledge. For designing
the system and for execution of successful workshops transferring knowledge from
the provider to the owner such highly skilled and knowledgeable experts are of key
importance to project success.

8 Benefits of the Approach

Such an approach offers benefits with respect to time, cost, and operations. By
purchasing licenses of proven software, while installing and configuring it mostly on
their own, wind tunnel centers can significantly reduce costs. Estimates from the first
projects show a reduction by up to 50% of external cost.

The approach also offers a lower risk as the parallel operation allows most settings to
be tested prior to the final system switch. The point of no return is only reached when
new or changed subsystems are only integrated into the new system.

Simultaneously, this reduces downtime of the facility as full operation is possible for
most of the time. Thus, the wind tunnel can still be operated, and be profitable, while
the new system is commissioned in the background.

Using a platform ensures higher robustness than individualized coding while ensuring
maximum functionality as it bundles features from the experience of many customers.

Tailoring the functionality by choosing the right modules and configuring them as
needed gives a perfect fit. Each wind tunnel receives exactly the features it requires.
Customization is easily done on-site by the wind tunnel center as many aspects are
configurable for the user. APIs allow realizing own ideas independently. At the same
time, a reliable partner also allows for such modifications done externally.

Always being operational, without deadlines or deadlocks, makes a painless transition
possible. The upgrade is efficient. Administrators and operators learn to use the new
software while configuring the system, giving them a head start with the new WTCS.

Such a WTCS is a perfect match by seamless integrating into various I'T environments
and test process workflows. Together with the modularity and configurability of the
WTCS allows to easily interact with test resource planning, test definition, and results
management systems for seamless, robust and certifiable processes.

9 Benefits beyond Upgrade Projects

The same advantageous features for such an upgrade project also provide benefits in
other situations like setting up the WTCS for a new wind tunnel or during operation,
when adapting to new requirements and new functionalities.
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A strong user community and a supplier actively investing in the future of the platform
ensures constant development to stay ahead of the curve as wind tunnel center. The
easy expandability of a modular platform in combination with a domain-expert
software supplier ensures wind tunnel centers can fulfil their constantly evolving ideas
with such a solution in minimal time at reasonable cost. The common platform with a
broad installation base allows to benefit from innovative new modules, which were
developed by the supplier in response to market requests as such modules can be
added to installations of all customers.

9.1 New Wind Tunnels

All benefits of a configurable solution apply here, too. Yet slightly more specification
work and interface testing is needed as coordination with the subsystem suppliers is
required, compared to a refurbishment project, where the interfaces are usually as is.

If the configuration dialogs allow for export of the configuration in a readable way, it
is possible to minimize the additional workload by directly configuring the system
and extracting the configuration as specification instead of first generating paper
documents and then typing the same information into the configuration.

9.2 During operation

The modularity of a platform ensures easy integration of add-ons and new modules.
A high degree of configurability ensures quick changes without significant cost or
time needed. The widespread use of a platform always ensures reliable operation of
the system, during normal operations as well as during upgrades. Even in case of
failure, a platform-based solution has the advantage of well-established error handling
and bug reporting allowing for easier recovery and faster fixing of issues.

10 Conclusion

Complex IT systems like a WTCS can be easy to install and configure, allowing cost-
effective and hassle-free upgrades of existing facilities Individually hard-coded
software development is replaced by a modular and configurable platform. In line
with a no-code/low-code concept functionality and behavior are defined by
configuration and scripting. Plug-in architectures and APIs seamlessly bridge any
gaps in the few situations still requiring coding. This provides modern features for test
management, documentation, and efficient operation to older facilities. Further, it
ensures constant improvements over the life cycle minimizing the risk of another
upgrade drastically. The self-paced and training-supported upgrade path ensures
familiarization of the operating and administrating personnel for a smooth transition
to a future-proof control system supporting the needs of modern wind tunnel facilities.
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Abstract: BMW has brought into service a new dedicated acoustic wind
tunnel center (AWZ) at its Research and Innovation Centre in Munich.
The AWZ represents an improvement in vehicle aero-acoustic testing
capabilities. The background noise level of the wind tunnel is lower than
in other automotive wind tunnels, and the hemi-anechoic performance
extends lower in frequency, down to 30 Hz. The aerodynamic
environment, both flow stability and flow uniformity, is uncompromised,
with demanding requirements met across the full wind speed range. New
testing capabilities include a large frontal acoustic array with 216
microphones and a multi-location laser vibrometry system for panel
vibration measurements. An interchangeable floor module section allows
for different floor conditions including one with a glass floor for
underbody laser vibrometry measurements, one with wheel spinners for
wind-roll noise simulation, as well as one equipped with a balance for
motorcycle aerodynamics. This paper will describe the wind tunnel, its
acoustic and aerodynamic capabilities, the features that have enabled
these capabilities to be achieved, and its measurement systems.
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1 Introduction

Since 1987 BMW has used a dedicated acoustic wind tunnel on Hanauerstrasse for
their aero-acoustic testing (HWK). This wind tunnel was highly productive but its
capabilities have been eclipsed by more modern facilities and the need for a quieter
testing environment for future vehicles. In addition, the HWK is located separate
from BMW’s other wind tunnels, which were built after the HWK and within the
BMW Research and Innovation Centre (FIZ) in Munich. In 2019 BMW selected the
group comprising Habau, MCE, ETS, and Aiolos Engineering for a new acoustic wind
tunnel (AWZ) and a connected testing building (WPM), with Aiolos as the technical
lead for the wind tunnel. The WPM provided space for the wind tunnel control room,
offices, and vehicle preparation rooms, but was otherwise separate from the wind
tunnel. Design of the AWZ and WPM started at the end of 2019 and the projects were
completed by the end of 2024.

The available space for the new wind tunnel was limited, leading to a vertically
oriented wind tunnel. Such a vertical orientation is often used for smaller wind tunnels
but never previously for such a large wind tunnel as the AWZ. Local building height
restrictions led to more than half of the wind tunnel being located below ground level.

Figure 1: Aerial view of the AWZ (green roof) and WPM (red roof)
beside the climatic and aerodynamic wind tunnels (blue highlight)
in the BMW Research and Innovation Centre (FIZ)
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Aero-acoustics is particularly important for quiet electric vehicles. With the
combustion engine no longer present to mask other noise sources, primarily wind and
rolling noise, these noise sources become more apparent. The AWZ is designed to
address both the wind and rolling noises.

The background noise requirements represent an improvement to the performance of
existing acoustic wind tunnels. The plenum cut-off frequency requirement is 30 Hz,
chosen to enhance the investigation of low-frequency phenomena on the vehicle. This
cut-off frequency represents a step change improvement over the 50 Hz cut-off in
recent wind tunnels (e.g. [1] to [5]), requiring a new design approach for the plenum
acoustic treatment. The aerodynamic performance was required to be as good as the
existing aerodynamic wind tunnels at BMW [6]. The only exception was the floor
boundary layer thickness — the noise contribution from a boundary layer reduction
system was not considered a worthwhile compromise. In contrast, rolling noise tests,
with the complex interaction between the main airflow and tire induced airflows, were
required as test capabilities for the AWZ. A wheel spinner system was therefore
included with one of the interchangeable floor systems. Support for this approach can
be found in [7].

The test section has a nozzle size of 25 m?. The test section incorporates a £70°
rotating 9 m diameter turntable with its centre located 6.5 m downstream of the nozzle
exit plane. The turntable incorporates a unique automated removable floor
mechanism to switch amongst four surfaces: A solid floor for standard aero-acoustic
tests; a solid floor with four wheel spinners; a large underbody 13.2 m? glass floor;
and a motorcycle testing unit with balance and twin wheel spinners. The turntable
also includes side-mounted vehicle lifts to allow for switching of the floors without
removal of the vehicle.

The test section includes a full suite of noise and vibration measurement systems, of
which the fixed frontal microphone array on top of the nozzle is the most prominent.

Figure 2: Test section showing vehicle operating with wheel spinners, and frontal
array above the nozzle (left) and view looking downstream with the glass floor
installed and the control room window visible (right)
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2 Acoustic Design Features

With its emphasis on low background noise, the circuit design includes numerous
acoustic design features. Fan noise attenuation in the circuit was achieved through a
combination of acoustic turning vanes, annular acoustic treatment both upstream and
downstream of the fan, and extensive duct acoustic treatment. The only duct sections
not treated were between corner 4 and the nozzle, and the vertical and horizontal
surfaces of the fan diffuser. Surface treatments (fabric and pile fabric) were used on
the airflow side of selected areas with perforated plates to minimize the self-noise
from the perforated plate. These treatments were used on the collector, plenum
backwall, test section diffuser, and corner 1 vanes.

A relatively high contraction ratio of 6.8:1 was chosen to reduce the flow speed in the
return circuit, reduce the fan power, and enhance the test section flow quality.

Structure-borne noise issues were a significant consideration in the design of the AWZ
due to the vertical orientation of the wind tunnel. For the fan itself, structural
decoupling was achieved using 12 spring-mass dampers, designed to attenuate the
blade passing frequency impact, located between the concrete inertial mass supporting
the fan and the circuit structure.

Figure 3: Layout of the AWZ Airline

The orientation of the AWZ circuit layout shown in Figure 3 is opposite to the exterior
view shown in Figure 1.
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2.1 Test Plenum Design

A unique feature of the AWZ is its capability for acoustic testing down to 30 Hz,
achieved through the hemi-anechoic performance of the plenum. The acoustic panels
of the AWZ were designed by Miiller-BBM and manufactured by TAB to achieve a
30 Hz cut-off, but without the use of membrane absorbers. The depth of these panels
is considerably greater than typical membrane absorber panels, but also considerably
less than the 2.9 m required for a classical wedge design.

The plenum includes openings for an air exchange system, breather vents, and
openings to the ceiling resonator. All of these openings feature silencers to prevent
noise intrusion from outside. Flat reflective surfaces were minimized in the plenum
walls and ceiling. The control room viewing window can be covered with a
retractable acoustic cover.

The control of low-frequency pressure fluctuations and the axial static pressure
gradient was achieved through appropriate collector and diffuser inlet sizing, and a
set of four low-frequency resonators located in the circuit and above the plenum. The
geometries for these components were developed in a 1/10™ scale model wind tunnel
test program. The passive feedback connection developed in the model wind tunnel
was not used [8].

Temperature control for the test section is set at a constant 22 °C operation regardless
of the wind speed. An air exchange system is included to allow for idling of the test
vehicle wind-on without requiring a closely-coupled exhaust extraction system. The
air exchange system uses dry air to prevent condensation from the heat exchanger.
Due to its location in the vertical cross-leg, a removeable bridge is incorporated at the
heat exchanger to allow for inspection and maintenance of the heat exchanger.

3 Measurement Systems

Acoustic Measurement Systems: The wind tunnel includes a large set of acoustic
measurements systems carried over from the previous HWK acoustic wind tunnel.
These systems include a moveable GFal 2.5 x 2.5 m? side acoustic array with 144
microphones and an interior spherical array with 48 microphones. A new fixed 4.5 m
x 3 m acoustic array with 216 microphones was added to this system to allow for
detailed noise investigations over the front of the test vehicle. There is provision for
new side and top array units to be mounted on a large retractable open portal frame,
with ceiling rails already installed and a room available behind the rear plenum wall
to store the new equipment when not deployed.

Laser Vibrometry System: The wind tunnel integrates an innovative full-body laser
vibrometry system. This system enables a 360° capture of vibrations on various
vehicle components, setting new standards for vibro-acoustic measurement
technology.
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Laser Doppler Vibrometry (LDV) systems are considered the next step in vibro-
acoustics as they overcome the many limitations of conventional sensors. Traditional
accelerometers require glueing and wiring, which alters the investigated parameters
due to mass, stiffness, and flow resistance. In contrast, LDV systems measure surface
movements in a completely contactless and undistorted manner.

The system uses 10 scanning vibrometers from the Optomet SMART series, arranged
to fully cover the surfaces of the vehicle. Three of these vibrometers are located below
the vehicle and used with the glass floor. The other vibrometers are located on the
side wall (2 each side), ceiling (2), and one behind the vehicle. All devices are
synchronised via an Ethernet connection with sub-nanosecond accuracy,
automatically capturing vibrations at several thousand points on the vehicle, including
body, attachments, and underbody.

The measurement grid is created offline directly on the CAD model in advance to
ensure efficient use of available wind tunnel time. During a test campaign, various
configurations can be tested and the classic 'measure-modify-measure' cycle is
reduced from days to hours. The associated software calculates phase-accurate
animated 3D representations of the operational vibration modes based on reference
channels such as the microphones inside the car cabin, LDVs on defined reference
points, or accelerometers.

Operational modal analysis under wind load provides a precise understanding of all
vibrational components involved and enables precise low-frequency measures to
tackle the problem at its source rather than compensating measures such as stiff or
tuned mass dampers. An example from a wind-on LDV measurement set is shown in
Figure 4 below.

Figure 4: Example of LDV results from a BMW 5 series. The displacements shown
for each section on the vehicle relate to unique frequencies relevant to that section
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4 AWZ Acoustic Performance

The background noise in the AWZ was measured with a pair of GRAS 40AE freefield
microphones positioned horizontally towards the turntable centre and located 6 m
either side of the turntable centre at 1.2 m height. The control room window cover
was in place. The overall sound pressure level (OASPL) is shown in Figure 5 and
compared with published data from comparable aero-acoustic wind tunnels. The
lower background noise of the AWZ is evident in this Figure. At 140 km/h the
OASPL is 54.7 dB(A).

Figure 5: OASPL variation with wind speed at x, y, z= (0, 6, 1.2) m

Third-octave spectra for each wind speed are shown in Figure 6. These spectra show
smoothly varying curves with increasing wind speeds without dominant noise
features.

Figure 6: AWZ 1/3" Octave Band Sound Pressure Spectra at x, y, z= (0, 6, 1.2) m
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4.1 Low-Frequency Pressure Fluctuations

Low-frequency pressure fluctuation measurements were made out-of-flow 6 m either
side of the turntable centreline at 0.7 m height, and in-flow at the turntable centre at a
1.2 m height. All of the measurements were made with GRAS 40AN microphones;
the in-flow measurements used a GRAS RA0020 nosecone. The root-mean-square
pressure fluctuations normalized by the freestream dynamic pressure are shown in
Figure 7 along with data from other large automotive wind tunnels.

Figure 7: Out-Of-Flow (Left) and In-Flow (Right) Integrated Pressure Fluctuations

The spectral shape of the pressure fluctuations is also important. For BMW the
narrowband pressure fluctuations for a frequency interval of Af = 0.1 Hz over the
range of 1-30 Hz should be less than 100 dB(Z) up to 120 km/h, and less than
105 dB(Z) up to 250 km/h. Examples of this spectral approach are shown in Figure 8
for measurements at the turntable centre axial position. Together with the Cp:ms data,
the AWZ results show that the pressure fluctuations have been controlled and that
there are no significant interactions with resonant modes of the circuit or the plenum.

Figure 8: Narrowband low-frequency pressure fluctuation spectra, Af=0.1 Hz
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5 Axial Static Pressure Variation

The AWZ did not include a wide-coverage in-flow traversing mechanism. A floor
mounted traverser with a single pitot-static probe was used for the initial axial pressure
measurements where adjustments to the collector were made. The final set of
measurements were performed with a single probe mounted on a floor stand, manually
moved wind-off for every 0.5 m increment. This procedure, though time-consuming,
provided confidence in avoiding variable probe support interference over the length
of the measurement region.

An adjustment to the static pressure variation near the nozzle exit was achieved with
half-round surfaces applied to the nozzle exit, flush with the airflow surface. The half-
round shape was also beneficial in terms of acoustic reflections.

Figure 9 shows the axial static pressure variation in the AWZ along with results from
other wind tunnels for a similar wind speed (120 km/h to 150 km/h). The AWZ Cp
variation is seen to stay within £0.0021 over the measured range of -4.5 m to +6 m.

Figure 9: Axial static pressure coefficient distribution for several full-scale
automotive wind tunnels. Results are relative to the turntable centre

Fourth-order curve fits were applied to the AWZ data to allow for a calculation of the
pressure gradient. Plots of the resulting pressure gradient are shown in Figure 10.
The pressure gradient remained within £0.0009/m over the required axial length of -
3.5 m to +5 m and for the full wind speed range of 80 km/h to 250 km/h.

Figure 10: Axial static pressure gradient in the AWZ along Y=0m, Z=0.7 m
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6 Flow Uniformity

The flow traversing mechanism selected for these measurements was a standalone
floor-based unit with a vertical drive mechanism, shown in Figure 11. The horizontal
and axial directions were manually driven. The concept, based on a traversing
mechanism that was similar but with fixed probe positions on the strut [18], combined
high stiffness, minimal variations in flow interference, and avoidance of fastening
holes in the turntable.

Figure 11: Flow Uniformity Measurement Rig at the X = 4.5 m Test Plane

Measurements were obtained over YZ-planes extending into the jet shear layers at
five discrete axial locations. Two measurement grids were used; a coarse grid with
roughly 160 measurement points and a 400 mm spacing at axial locations of X =
+5.25 m, £2.25 m, and 0 m; and an additional fine grid in the core of the jet with
spacings of 200 mm at the turntable centre (X = 0). See Table 1 for further details.

The total pressure, static pressure, and flow angle uniformity measurements were
made with an Aeroprobe 5+static multi-hole probe. An exposed thermally insulated
4-wire RTD sensor attached to the probe support, and a matching but fixed RTD in
the flow, provided the temperature measurements (only recorded for the X = 0 m
plane).

The dynamic pressure uniformity results are shown for all five planes in Figure 12.
The contours use the measured dynamic pressure at each measurement location
normalized by the reference freestream dynamic pressure. The progressive erosion of
the uniform flow field by the shear layers is visually evident in this presentation.
Although the total pressures are more uniform than the static pressure in the central
region it is the erosion of the total pressure that contributes to most of the dynamic
pressure fall-off in the shear layers.
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Within the central region but over all five planes and all wind speeds tested the total
pressure uniformity was less than 0.16% in each plane, while the static pressure
uniformity was less than 0.23% (one standard deviation for both values). Further
details are provided in the performance summary in Table 1.

4.5

Figure 12: Dynamic Pressure Uniformity at 150 km/h
MP — Measurement Plane Boundary, NEP — Nozzle Exit Plane

The flow angle taps of the Aeroprobe probe were calibrated in-situ, with separate
calibrations for each wind speed. A Leica Geosystems TS16 Total Station, located
out of the flow in the plenum, was used to measure the pitch and yaw angles of the
probe support for each probe position and for each wind speed at X =-5.25, 0, 4.5 m.
The accuracy of these probe angle measurements was generally within +0.02°. The
flow angles are shown in a vector format in Figure 13. Within the specification planes
at X =-5.25 m and 0 m the standard deviations of the flow angles were within 0.09°
in pitch and 0.13° in yaw. At the X = 4.5 m plane the uniformity was only slightly
degraded.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



[<C)
-/

(/NG IINNS

Lbrs

Figure 13: Flow Angle Distribution at 150 km/h

Turbulence was measured with a Dantec 55P11 single-wire hot-wire and a Dantec
54T42 miniCTA. The probe was calibrated in-situ with separate calibrations for each
wind speed. The results across the full planes are shown in Figure 14. The X =4.5 m
plane could not be completed due to vibration of the probe support in the strong shear

layers.

Figure 14: Turbulence intensity at 150 km/h for 10 Hz < f <4 kHz
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As is typical for an open jet, the low turbulence region is significantly eroded by the
growth of the shear layers with increasing axial distance from the nozzle. The
turbulence data from the four complete planes were interpolated to produce a 3-
dimensional iso-contour for a single turbulence level. The iso-contour for 0.2% is
shown in Figure 15. The plots show a consistent reduction in width and height with
axial position for the 0.2% contour line. Also visible is the minimal but growing
influence of the floor boundary layer on the turbulence. The different views of the
iso-contour lines show that a typical vehicle will remain within the 0.2% turbulence
lines.

Figure 15: Iso-contour surface of Tu = 0.2% at 150 km/h

7 Summary and Conclusions

The new acoustic wind tunnel at BMW, the AWZ, brings together BMW’s extensive
wind tunnel testing capabilities, acoustic, acrodynamic, and climatic, into one central
test centre. The AWZ represents a step improvement in the acoustic performance of
automotive wind tunnels, exhibiting lower overall sound pressure levels and a lower
plenum cut-off frequency. This performance was achieved while maintaining
excellent flow quality. The AWZ includes a new large frontal microphone array,
which when combined with the existing side and interior arrays allows for precise
sound localization measurements. These acoustic systems are supplemented with a
10-camera 3D laser vibrometry system for detailed non-intrusive panel vibration
measurements of the complete vehicle. Detailed underbody investigations are possible
with a large glass floor. This glass floor can be switched, without removing the
vehicle, to a solid floor with wheel spinners to include flow simulation at the rotating
wheels. An additional floor module allows for motorcycle testing using an underfloor
balance and twin wheel spinners. Taken together, the new AWZ and its testing
systems expand BMW’s acoustic testing capabilities to the next level within the
integrated BMW research and innovation centre.
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Table 1: Acoustic and Aerodynamic Performance of the AWZ

Parameter Measurement Region Wind Speeds Measured Values
60 km/h 32.0 dB(A)
100 km/h 45.7 dB(A)
Background Noise X=0,Y=#6m,Z=0.7m 140 km/h 54.7 dB(A)
200 km/h 65.1 dB(A)
250 km/h 72.4 dB(A)
Low-frequency static | X=0,Y =26 m, Z=0.7m 60 — 250 km/h Cprms £ 0.42%
pressure fluctuations,
0.5-20 Hz X=0,Y=0m,Z=1.2m | §0-250km/h | Cprms< 0.55%
Axial static bressure -3.5m<X<5m 80, 150, 200, |Cp| £0.002
icp Y=0m,Z=0.7m 250 km/h |dCp/dX| < 0.0009/m
variation th .
4™ order curve fit
Total Pressure o(Py/q) <
Uniformity 10071507250 km/h |y o/ 0. 10% / 0.08%
Static Pressure P o(Ps/q) <
X ) Specification Plane at | 100/150/250 km/h
Uniformity X =-5.25m, -2.25 m, 0.21%/0.22% / 0.22%
Om,2.25m,4.5m At X =-5.25m, o(P4/q) <
i o, o, 0,
Dynjr’r?]lcc Prgssure 100/150/250 km/h 0.21% / 0.26% / 0.24%
niformity o(Ps/q) £ 0.20% elsewhere
Specification Plane at | 100/150/250 km/h | o(a) < 0.09°/ 0.08°/ 0.08°
Flow Angle X=-5.25m,0m o(B) £0.13°/0.12°/0.11°
Uniformity Specification Plane at | 100/150/250 km/h | o(a) < 0.11°/ 0.10°/ 0.09°
X=45m o(B) <0.16° / 0.15°/ 0.14°
Turbulence Intensity Specification Plane at | 100/150/250 km/h | Tu <
10Hz<f<4kHz X=-5.25m 0.09% / 0.06% / 0.07%
Temperature Specification Plane at | 100/150/250 km/h | Max,min deviation = (°C)
Uniformity X=0m 0.1,-0.1/0.1,-0.1/0.2,-0.5
Boundary Layer X=-25m,Y=0m 100/150/250 km/h | & <117 /112 /105 mm
Fan Power CdA=1.0m? T=22°C 250 km/h 3.5 MW

Acceleration Rate

X=0,Y=0,Z=12m

0-250 km/h: 40's; 250-20 km/hr: 30's

Specification Plane

|Y| <16m,zmn<Z2<24m

zmin = 0.2 m, but larger of 0.2m and 1.56 for total pressures, 26 for Tu

Measurement Planes

Y| £2.8m,0.2m<Z<3.4m

X=-5.25m,-2.25m,0m, 2.25 m, 4.5 m; only 100, 150 km/h
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Abstract: Underhood cooling systems are crucial for ensuring efficient
thermal management leading to improved vehicle performance in terms
of range and thermal derating of key powertrain components, while
meeting packaging constraints. This work presents a synergetic 1D-3D
solution by modeling external air flow with 3D computational fluid
dynamics (CFD) and internal flow (coolant, refrigerant and gas) with 1D
CFD in GT-SUITE. The presented methodology helps in achieving higher
computational speed owing to 1D-2D spatial discretization of flow inside
the heat exchangers and high accuracy due to detailed 3D CFD for
external air flow. Moreover, the iterative exchange of boundary data
between 1D and 3D domain ensures solution accuracy and stability while
reducing computational efforts. Accordingly, a test case with inclined
cooling module is presented, where the design optimization focuses on
key parameters such as degree of inclination of different heat exchangers
(HXs), HX dimensions, flow space geometry, fan characteristics and grill
design. Optimization techniques like design of experiments and multi-
objective Pareto optimization are deployed to balance cooling efficiency
and energy consumption within given system constraints. In conclusion,
this coupled 1D-3D modeling approach provides a unique numerical
solution that is suitable for performing high number of design iterations
desired for pre-design of vehicle cooling systems to make faster and
accurate decisions.
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1 Introduction

The thermal management of electrified vehicles (XEV) presents unique engineering
challenges that significantly impact vehicle performance, efficiency, and reliability.
Underhood pre-design, a critical phase in XEV development, requires systematic
consideration of multiple interacting thermal systems within stringent spatial
constraints [ 1]. This paper examines the fundamental challenges of underhood thermal
architecture and their implications for overall XEV performance. The complexity of
xEV thermal management stems from the need to simultaneously address several
competing requirements. Space constraints necessitate efficient packaging of cooling
systems and battery thermal management components while maintaining adequate
airflow pathways. Thermal interaction presents another significant challenge, as
various components operate at different optimal temperature ranges, batteries
typically prefer 20-40°C, while power electronics can function at higher temperatures,
requiring careful thermal isolation or strategic integration. Airflow optimization
represents a critical design consideration, demanding properly engineered ducting and
flow paths to ensure sufficient cooling reaches all components while minimizing
aerodynamic drag penalties. Furthermore, the integration of multiple cooling circuits
operating at different temperature ranges (battery cooling, motor/electronics cooling,
cabin HVAC) requires sophisticated control strategies to maintain system harmony
and efficiency. The significance of effective underhood pre-design extends beyond
basic thermal control, directly influencing vehicle range through cooling system
efficiency, battery longevity through temperature management, fast-charging
capabilities, passenger comfort, and overall vehicle reliability [2]. This paper explores
these challenges and their implications for next generation xEV design
methodologies.

The 3D computational fluid dynamics (CFD) with porous media approach to represent
heat exchangers [3] is one of the detailed modeling methodologies for underhood
thermal management in battery electric vehicles. This approach replaces detailed heat
exchanger geometries with homogenized porous blocks defined by flow resistance
and heat transfer characteristics. This enables efficient full-vehicle simulations while
capturing key effects such as recirculation, flow maldistribution, and thermal
interactions. Implementation involves defining heat exchanger volumes, assigning
pressure drop and heat transfer data, and integrating them into the flow domain, with
advanced models adding anisotropic resistance and non-equilibrium effects. While
less computationally demanding than fully resolved CFD for internal flow inside heat
exchangers, the method still requires complex setup, geometry preparation, meshing,
solver tuning, and parameter calibration. Design changes often necessitate remeshing
and re-simulation, limiting rapid design exploration despite efficiency gains.

In contrast, GT-SUITE, a multiphysics CAE software from Gamma Technologies,
offers several methodologies for modeling underhood thermal systems. One of the
two approaches is known as Quasi-3D approach. This approach provides a 3D
environment to model heat exchangers, fans, shrouds, flow inlets/outlets, and
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structural blockages. Unlike traditional full 3D CFD approaches, this methodology
runs significantly faster by using a 2D discretization of control volumes representing
heat exchangers, and fans, while utilizing quasi-3D airflow solution [4]. This makes
it efficient in computational speed for analyzing multiple operating conditions and
running design of experiments while producing results comparable to 3D CFD for
overall system performance metrics. A key advantage of this approach is its ability to
provide increased control over discretization (both tangential and axial) and specify
spatially varying flow conditions at heat exchanger faces. The predictive capabilities
eliminate the need for user-imposed flow distribution assumptions, as it can naturally
predict flow redirection around structural elements. Thus, the quasi-3D approach can
be naturally used to analyze how heat exchanger stacking affects the heat exchange
and cooling system design. Despite its advantages, this approach provides low fidelity
spatial resolution than full 3D CFD, making it less suitable for analyzing highly
localized temperatures or complex flow patterns that involves flow turning and
multiple recirculation regions.

GT-Auto-3DFlow, which is a detailed 3D CFD solution of GT-SUITE, combines the
strengths of both the quasi-3D and traditional 3D CFD approaches to overcome their
respective limitations while providing enhanced accuracy [5]. It integrates porous
media heat exchanger modeling with 1D CFD modelling of heat exchanger,
automating geometry handling, meshing, and solver settings. The workflow is
designed for system focused engineering. It offers much faster turnaround, which is
relatively faster than traditional porous media approach by using an optimized fan
discretization scheme and automated parameter exchange between air flow domain
and heat exchanger internal flow domain. The detailed 3D approach maintains the
ability to capture key 3D flow phenomena such as recirculation, maldistribution,
thermal interactions with high accuracy, but with far lower setup complexity and
computational overhead than traditional porous media approach.

2 Material and method

This paper utilizes the detailed CFD framework, a high-fidelity computationally
efficient 3D computational fluid dynamics (CFD) solution tailored for system focused
analysis [6]. Developed through the integration of 3D CFD solver from Simerics Inc.
with GT-SUITE, the framework enables accurate prediction of complex fluid flow
and thermal phenomena within a system-level modeling context. The approach
eliminates the need for extensive 3D CFD expertise, making it particularly well-suited
for underhood thermal management, where multiple heat exchangers and intricate
flow domains must be evaluated concurrently. In the following sections, a brief
description of how different components of an underhood system are modeled is
discussed.
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2.1 Heat exchanger modeling

Heat exchangers are modeled using two fluid convection models and dedicated
geometrical components. The heat exchanger is discretized, and correlations are
utilized to create predictive models [4]. When measured performance data is available,
it can be calibrated to preselected heat transfer and friction correlations. If measured
data is not available, correlations can be chosen or custom correlations can be
implemented with scaling multipliers to achieve desired performance. This
correlation-based approach enables the heat exchanger model to predict performance
both within and outside the entered data range under various conditions such as
temperature, pressure, fluid properties, and geometry scaling.

2.2 Fan modeling

Fans are modeled using a non-dimensional theory that converts performance data into
dimensionless coefficients for pressure (¥), flow (®), and power/torque [4]. This
method enables predictive fan performance across all operating ranges (windmilling
and positive pressure rise), including conditions outside the original test data. During
simulation, instantaneous pressure rise governed by the system resistance and shaft
speed/torque inputs are converted into non-dimensional coefficients to determine the
flow rate and power consumption of the device. The performance of the fan at other
temperatures is possible as density variations that significantly affect fan performance
is accounted by correcting to reference conditions. The non-dimensional data also
enables to scale the fan geometry to appropriately size the fan according to the system
cooling performance needs.

2.3 Underhood Air Modeling

2.3.1 Numerical Approach

In this work, the airside is discretized using the finite volumes and the Darcy-
Forchheimer formulation is utilized to model momentum source terms for porous
media regions like heat exchangers. The equation is:

S =-wav-pCHv|v
where:
- S is the momentum source term
- n is fluid viscosity
- o is permeability
- p 1s density

- C is inertial resistance factor
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- v is velocity

This formulation adds resistance terms to the standard momentum equations to
represent pressure drop across heat exchangers without modeling their detailed
internal geometry.

For the numerical solution, the finite volume scheme is deployed to discretize 3D
Navier-Stocks equation with first and second order upwind and central differencing
schemes for convective and diffusive terms. The solver applies relaxation factors
(ranging from 0 to 0.8) to control solution stability during iterations for velocity,
pressure, turbulent kinetic energy, turbulent energy dissipation rate, and energy
variables. For turbulence modeling, users can select from standard K-Epsilon, RNG,
or Realizable K-Epsilon models, with appropriate transport equations for each, in this
paper K-Epsilon model is implemented.

2.3.2 Mesh Generation

Meshing is based on Cartesian (block-structured) base mesh and mesh generation is
fully automated and controlled through resolution settings categorized as Coarse,
Medium or Fine. Surface mesh export is also resolution-dependent, with configurable
edge length parameters for accurate geometry representation in CFD domains.

2.3.3 Co-Simulation Strategy

A co-simulation methodology couples the 3D CFD air domain with the 1D CFD heat
exchanger internal flow domain through iterative data exchanges as shown in Figure
1. The process operates as follows:

e The 1D CFD model in GT (referred for GT-SUITE) executes for a defined
time interval.

e Boundary data is exchanged with the 3D CFD air domain.
e The 3D solver advances the solution for predefined number of iterations.

e The exchange repeats until user-defined convergence criteria are met or the
maximum simulation time is reached.

This iterative scheme enables accurate prediction of key thermal-fluid performance
metrics such as pressure drop, temperature distribution, heat transfer rates, and flow
distribution, with a balance between accuracy and computational efficiency.
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Figure 1: Co-simulation strategy between 1D flow domain (internal) and 3D flow
domain (external).

3 Results

This paper employs the detailed 1D-3D approach to investigate the flow and thermal
performance of an underhood system representative of a hybrid powertrain which is
shown in Figure 2. The underhood system comprises of high and low temperature
radiators, a condenser and dual electric fans that aid airflow management. The analysis
focuses on the effects of cooling module orientation (0°, 15°, and 30°), grille flap
angles (0°, 15°, 25°, 35°, 55°, and 75°), and variable vehicle velocity on overall air
mass flow rate and coolant temperatures, which in turn influence the performance of
powertrain components such as battery, e-motor, inverter and engine. Finally, it is also
demonstrated how the scaling features can be leveraged to optimize the heat
exchanger and fan sizes to obtain maximum air flow rate through the underhood to
achieve lower coolant outlet temperatures.
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Figure 2: Typical underhood model for vehicle thermal management.

3.1 Impact of flap angle

Flap angle is one of the important parameters that controls the airflow rate and cooling
efficiency as this determines how the heat exchangers interact with the incoming air.
As a first study the flap angle varied from 5° (open) to 70° (close) for a fixed vehicle
velocity to analyze the overall air mass flow rate through the underhood system, see
Figure 3. While higher flap angles of 55° and 70° resulted in lower airflow and higher
coolant temperatures, flap angle of 5° which represent almost a fully open
configuration also resulted in high coolant outlet temperatures >100 °C, which may
negatively impact the temperature sensitive components. From Table 1, it can be
observed that flap angles of 15°, 25° and 35° facilitate higher airflow and lower
coolant outlet temperatures (HTR Coolant Tout and LTR Coolant Tout), air outlet
temperatures are listed under HTR Tout and LTR Tout.

Figure 3: Different flap angles at the inlet of the underhood cooling module.
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Table 1: Results of the various flap angles at the inlet

Flap Vehicle Flow | HTR LTR HTR LTR

Angle (°) Speed In Tout Tout Coolant Coolant
(km/h) (kg/s) | (°C) (°O) Tout (°C) | Tout (°C)

5 50 1.463 | 76.368 | 83.49 91.409 108.262

15 50 1.445 | 75.599 | 81.328 90.627 105.961

25 50 1.390 | 77.479 | 80.38 92.414 104.971

35 50 1.308 | 80.891 | 79.265 95.684 103.715

55 50 0.979 | 98.041 | 86.707 112.417 111.406
70 50 0.643 [ 131.839(104.856| 145.083 127.923

3.2 Impact of vehicle velocity

The vehicle velocity affects the ram air pressure and creates higher pressure at the
grille and controls the airflow and heat exchanger cooling performance. Subsequently,
for the three best grille angles that resulted in higher airflow and lower coolant outlet
temperatures, the effect of low and high vehicle velocity was studied as shown in
Table 2, where it can be observed that 15° and 25° flag angle configurations results in
overall higher airflow rate and relatively lower coolant outlet temperatures.

Table 2: Results of different vehicle speeds and flap angle

. HTR LTR HTR LTR

Anljglfae P ©) Veh(llifl/lslﬁ)eed F(ll(()gsl)n Tout Tout Coolant Coolant

(°O) (°O) Tout (°C) Tout (°C)

15 0 1.123 | 85.359 | 84.907 100.103 109.498
130 2.593 57.04 | 66.635 72.754 91.143

55 0 1.097 | 86.982 | 87.591 101.539 112.457
130 2.542 | 57.403 | 64.777 73.068 89.133

35 0 1.045 | 89.876 | 82.202 104.267 106.548
130 2.397 | 58.957 | 62.159 74.579 86.392

3.3 Impact of cooling module orientation

Though the flag angle and vehicle velocity affect the airflow, the cooling module
(radiators, condensers, charged-air-cooler, fans) orientation also dictates the amount
of surface area that is available for heat exchange and affects the pressure and flow
distribution. During predesign analysis, cooling module orientation in an important
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aspect that can be examined to determine the optimal layout and packaging constraints
and choose appropriate heat exchanger sizes, see Figure 4. In this paper, it is
demonstrated how the detailed 1D-3D approach can be leveraged to analyze the effect
of different pack angles on the cooling performance.

Figure 4: Orientation of cooling modules at different angles.

Table 3 shows the results of airflow rate and coolant outlet temperatures for three
different cooling module orientation (0° (planar), 15° and 30°) and different flap
angles and vehicle velocities. From the results presented below, the best performance
is obtained from 30° cooling module orientation due to enhanced effective surface
area that is available for heat exchange.

Table 3: Results of different orientation of the cooling module

Modul.e Flap Vehicle Flow In HTR | LTR HTR LTR
Orientation | Angle Speed (ke/s) Tout Tout Coolant Coolant
) (©) (km/h) (°O) (°C) | Tout (°C) | Tout (°C)
15 0 1.136 | 88.093 | 87.003 | 102.995 112.322
130 2.239 | 55.966 | 58.12 71.97 82.56
0 25 0 1.115 | 89.994 | 84.95 104.703 110.194
130 2.182 | 56.735 | 56.523 | 72.531 80.807
15 0 1.07 | 93.609 | 83.918 | 108.143 109.045
130 2.084 | 58.09 | 54.996 | 73.689 79.017
L5 0 094 | 100.95 | 141.911| 117.964 167.349
130 2498 | 55.902 | 59.037 | 72.068 83.285
15 25 0 0.9017 {104.145|132.409| 121.352 157.53
130 2402 | 57.18 | 58.161 | 73.308 82.29
35 0 0.85 [109.413|132.326| 127.154 157.499
130 2.257 | 59.682 | 55.907 | 75.535 79.87
15 0 1.123 | 85.359 | 84.907 | 100.103 109.498
130 2.593 | 57.04 | 66.635 | 72.754 91.143
30 75 0 1.097 | 86.982 | 87.591 | 101.539 112.457
130 2.542 | 57.403 | 64.777 | 73.068 89.133
3 0 1.045 | 89.876 | 82.202 | 104.267 106.548
> 130 2397 | 58.957 | 62.159 | 74.579 86.392
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3.4 Sizing of heat exchanger for performance optimization

The coolant outlet temperatures for vehicle velocity of 0 km/h, representative of idling
or charging case are still above the desired value of 100 °C for flap angle of 15°, heat
exchanger design is scaled by 25% to achieve the desired performance. The baseline

and scaled heat exchangers are shown in Figure 5.

Figure 5: Comparison of baseline size of the heat exchangers with the scaled size.

Increasing the size of the heat exchanger results in lower coolant outlet temperatures
as seen in Error! Not a valid bookmark self-reference. due to increased heat transfer
area for coolant to air heat transfer, however, for some configurations the temperatures

are still above 100 °C.

Table 4: Results of different heat exchanger

‘ Modulg Flap | Flow HTR | LTR Tout HTR LTR
Size | Orientation | Angle | In Tout (°C) °C) Coolant Coolant
) (©) | (kg/s) Tout (°C) | Tout (°C)

15 | 1.123 | 85.359 84.907 100.103 109.498

Base 30 25 | 1.097 | 86.982 87.591 101.539 | 112.457
35 | 1.045| 89.876 82.202 104.267 | 106.548

15 |1.202 | 81.668 78.322 94.645 99.118

Scaled 30 25 | 1.162 | 83.877 77.937 96.930 98.722
35 | 1.097 | 87.437 79.653 100.601 100.602
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3.5 Selection of fan for performance optimization

The coolant outlet temperatures are still not in desired range, therefore, as a next step,
the fan size is also scaled by 12 % to facilitate higher airflow rates, see Figure 6. The
non-dimensional modeling of fans allows the performance to be extrapolated and can
be predicted for scaled fan using the baseline performance data. As can be seen in
Table 5, the scaled fan result in higher airflow rates and subsequently lower coolant
outlet temperatures for both LTR and HTR that are below the desired limit of 100 °C.
Velocity and temperature contour plots for this final design are shown in Figure 7 and
Figure 8, which shows higher core airflow rates and regions where maximum air
temperature is encountered. The detailed 3D methodology also helps in visualizing
the streamlines (Figure 9) of the airflow which highlights the recirculation regions.
Such information is crucial in airflow management and the cooling performance of
the underhood.

Figure 6: Comparison of baseline size of the fan with the scaled size

Table 5: Results of different fans

' Modulg Flap Flow In HTR LTR HTR LTR
Size | Orientation | Angle (ke/s) Tout Tout Coolant | Coolant
©) ©) ¢C) (C) | Tout (°C) | Tout (°C)

15 1.202 | 81.668 | 78.322 94.645 99.118

Base 30 25 1.162 | 83.878 | 77.936 96.930 98.722
35 1.097 | 87.437 | 79.653 100.604 | 100.602

15 1.26596 | 79.004 | 78.134 91.256 98.871

Scaled 30 25 1.22083 | 81.012 | 74.658 93.272 95.457
35 1.14412 | 84.418 | 74.572 96.620 95.257
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Figure 7: Velocity contour along the cross-section of the underhood flow space.

Figure 8: Temperature contour along the cross-section of the underhood flow space.

Figure 9: Streamlines along the cross-section of the underhood flow space.
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4 Conclusion

This study introduced a coupled 1D-3D CFD methodology for underhood cooling
system pre-design, combining detailed airflow modeling with predictive 1D heat
exchanger representations. The case study showed that grille flap angle, cooling
module orientation, and vehicle speed strongly affect airflow and coolant
temperatures, with a 30° module orientation and moderate flap angles (15-25°) giving
the best performance. Scaling of heat exchangers and fans further reduced coolant
outlet temperatures below 100 °C, ensuring reliable operation even under idle
conditions. The approach also provided valuable insight into airflow recirculation and
thermal interactions. The results reported in this paper are the outcome of 3D
numerical simulations performed on a standard PC with 8 CPU cores. The total
number of cells per simulation is around 1.5 million elements, the computation time
needed for each simulation was between 15 to 20 minutes. Overall, the 1D-3D co-
simulation framework enables rapid design iterations, accurate performance
prediction, and efficient optimization, supporting faster and more reliable vehicle
thermal management development.
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Abstract: The author introduces a process, that is based on an in-house
development, which enables CFD Simulation Engineers to automatically
convert their PowerFLOW®-PowerTHERM® coupled aero-thermal
simulation into an Abaqus® structural simulation including a fatigue
analysis with fe-safe®. Structural simulation and fatigue analysis are
using the results of the thermal simulation as their boundary conditions.
With this automation process the time of creating the mesh and
parametrizing the model for structural simulations are greatly reduced and
the possibility of user errors is also lowered.

1 Introduction

Simulating the behavior of exhaust systems under extreme thermal and mechanical
loads is essential for avoiding failures like cracking and fatigue. Traditional
workflows require running aerothermal simulations and then manually preparing new
meshes for structural analysis, which can be slow and error-prone. The Power-2-
Abaqus tool addresses these challenges by integrating PowerTHERM® with
Abaqus®, enabling seamless data transfer and automating structural simulations for
efficient and accurate analysis.

The vision of the tool is to empower users conducting aerothermal simulations by
enabling them to seamlessly reuse their geometry and results for structural
simulations, fatigue analysis, and geometry optimization. Utilizing the same mesh for
two different modeling fields reduces the overall preparation time. Connecting the
members of the fluid and structural teams beyond simple boundary condition
exchange helps for the colleagues to gain a deeper understanding of a complex system.



2 Power-2-Abaqus Workflow

2.1 Workflow concept

Aerothermal simulations alone are often insufficient for the design and optimization
of many components, as they do not account for the critical structural and fatigue
factors that influence performance and durability. It is essential to integrate structural
simulations and fatigue analysis into the design process to ensure comprehensive
evaluation and optimization.

Figure 1 highlights the conventional workflow for a typical company, with a fluids
(CFD) and a structures (FE) team. The CFD user prepares the geometry, makes the
mesh, creates the simulation model and performs aero-thermal simulation. Then
exports the necessary boundary conditions, which the FE user needs to import into the
structural simulation model, which took similar effort to create. However, it is easy
to note the following inefficiencies in the conventional process:

1. Generating multiple meshes for Powerflow®/PowerTHERM® and for
Abaqus®
2. Data transfer between teams and/or departments

3. Manual generation of input file for Abaqus®, which can be time consuming
for complex cases

Fluids
Team
Meshing for
Geometry Prep FEM Str1l_1ctures
eam

Pre-processing
Meshing for CFD for Structural n
Simulations
Pre-processing Performing Thermo
for Aerothermal (EHELLIL ] - Structural Analysis
Simulations ‘
<

\ g

Performing Performing Fatigue L
Aerothermal Analysis fe-sife
Simulations

Figure 1: Conventional Workflow



The Power-2-Abaqus tool aims to improve the inefficiencies of the conventional
workflow as shown in Figure 2. Utilizing the similar requirements for the structural
mesh of the Abaqus® model and thermal mesh of the
PowerFLOW®/PowerTHERM® simulation, the tool enables the reusability of the
mesh with a conversion step to 2" order elements in order to provide suitable
structural results. It also allows for the automatic creation of input files for Abaqus®
simulation, seamless data transfer and mapping of the temperature field from
PowerTHERM® to Abaqus®. Moreover, lets the members of the fluids and structural
teams to cooperate on a deeper level, shorten the iteration loops for the aero-thermal
and fatigue analysis, contributing to an overall accelerated design process.

Fluids Structures

Geometry Prep Team Team

Meshing for CFD

Allow automatic generation of
.inp file and execution of the
Pre-processing for structural simulations
A(.erothe_rmal Performing Thermo -
Simulations Structural Analysis

‘ Power-2- ‘

. Abaqus
Performin \
8 Performing Fatigue <
Aerothermal Ivsi
Simulations Analysis fE-SﬂfE

Figure 2: Workflow with Power-2Abaqus tool

2.2 Workflow steps

1. Geometry export and analysis: The tool extracts the mesh from the
PowerTHERM® .tdf file and converts it into a NASTRAN format. It further
processes the model and generates a geometry analysis report for the user.

2. Geometry Processing: After controlling the geometry analysis report from
step 1, the users can modify the input file for the tool, which is then
reprocessed during this second step.

3. Temperature Export: The tool exports the temperature fields from
PowerTHERM® in .odb and .inp formats, ensuring compatibility with
Abaqus®.



4. Full Abaqus® Input File Creation: The processed geometry and
temperature data are used to generate the full Abaqus® input file, which is
ready for simulation.

5. Abaqus® Simulation Run: The tool initiates the Abaqus® simulation,
utilizing multiple CPU cores to accelerate the computation.

2.3 Capabilities and limitations of the tool

The process is controlled with an input file (JSON). This file contains all parameters
for the simulation setup. The user has great control over the complete workflow:
besides general settings like the path of SIMULIA® software executables or path to
working directory, the configuration allows to setup assemblies or parts to be
excluded, bodies to handle as rigid, surface-to-surface coupling, loads and pre-
tensions and also to configure which steps to execute.

The current scope of the tool is limited to structural simulations of exhaust
components, that can later be used for fatigue analysis. Therefore, the following
analyses and capabilities are present:

e Elastic structural simulations accounting for thermal and mechanical loads
using Abaqus® Standard Solver

e Capability to work with shell and solid elements

e Direct contact can be specified as surface-to-surface coupling, but the contact
type is limited to simple friction

e Ability to automatically apply Pre-Tension values for bolts and screws

Despite these limitations, the tool is built on solid foundations and it is easy to extend
the capabilities.

2.4 Material database

Abaqus® inherently does not have a predefined database. This is because it is a
general-purpose tool, which can solve many types of complex problems, each
requiring an individual and specialized set of material data.

However, to ease the user moving between PowerTHERM® and Abaqus®, a database
is created which may be populated and used by the user to perform supported analysis
types. The database stores the thermal properties such as density, specific heat and
heat conductivity and the elastic properties, like Young’s modulus, Poisson’s ratio
and expansion coefficient. This material database also contains a section for the
friction coefficients between different materials.

In order to update and extend the material database a graphical interface was created,
which lets the user to quickly put new materials, or change the existing ones.



2.5 Supported mesh elements

The Power-2-Abaqus tool only supports tetrahedral elements for solids and triangular
elements for the surfaces. Those elements were chosen in order to minimize the
numerical errors in mapping during the coupled PowerFLOW®/PowerTHERM®
simulations and as the objective was to reuse the same mesh for aero-thermal and
structural simulations, only support for these elements was programmed in the tool.

Figure 3: 1% Order tetrahedral volume elements converted to 2" order elements

To improve the accuracy of structural simulations, the tool uses ANSA to convert the
solid tetrahedral elements from 4 nodes to 10 nodes as seen in Figure 3, and the shell
and surface elements from 3 node triangular elements to 6 node triangular elements
as seen in Figure 4.

3 3

|

-+

Figure 4: 1% Order triangle surface elements converted to 2" order elements



3 Examples

In the following section two small IP-free examples will be presented from the tutorial
section of the tool.

3.1 Exhaust manifold simulation

In this example the simulation of a simple exhaust manifold is shown. This part is
subject to high thermal and mechanical loads. The boundary conditions are:

e Inlet Temperature: 900°C
e Flow rate 0.05 m?/s

The tool automatically maps the temperature data from PowerTHERM® to Abaqus®,
enabling accurate structural simulations without manual setup.

a. Abaqus®

b. PowerTHERM®
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Figure 5: Mapping of the temperature field from PowerTHERM® to Abaqus®



This streamlined process allows engineers to quickly transition from thermal to
structural analysis. The critical regions are (as expected) around the screws and the
top part where the pipes are joined.

Figure 6: Von Mises stress distribution (Log scale) [MPa]

3.2 Motorcycle exhaust system

This example involves simulating a motorcycle exhaust system, which faces both
thermal stress and mechanical impacts (such as the rider's foot). The exhaust system
simulation includes:

e Inlet temperature: 900°C
e Foot impact load: 150N at the exhaust tip

By using shell elements for the simulation, Power-2-Abaqus allows the user to reduce
model size while allowing them to model the complex interactions between thermal
and mechanical forces. The mapping of the temperature is again perfect between
PowerTHERM® and Abaqus® (as shown in Figure 7). The tool ensures accurate stress
distribution across critical areas (as seen in Figure 8), enabling engineers to assess
both thermal performance and structural durability.

This example highlights the tool’s versatility in handling different load conditions,
component geometries and meshing strategies, allowing engineers to simulate real-
world scenarios more effectively.



a. Abaqus®

b. PowerTHERM®

Figure 7: Mapping of the temperature field from PowerTHERM® to Abaqus®

Figure 8: Von Mises stress distribution (Log scale) [MPa]



4 Future applications and Conclusion

Power-2-Abaqus is designed for flexibility. While it’s optimized for exhaust system
simulations, the tool can easily be expanded to other applications. With its modular
architecture, it is possible to add new features like more complex boundary conditions
or other advanced simulation capabilities of Abaqus®.

The tool’s automated workflow and accurate data mapping lay the foundation for
integrating aerothermal and structural simulations with fatigue analysis tool fe-safe®
or with geometry optimization platforms like Tosca®, opening the door to even more
comprehensive simulation capabilities.

Power-2-Abaqus transforms the simulation workflow for exhaust system design by
bridging aerothermal and structural simulations, automating critical steps, and
improving team collaboration. Its focus on mesh reusability, file automation, and
precision makes it a valuable tool for engineers aiming to reduce time-to-market and
optimize the performance of thermal-mechanical systems. Whether applied to the
exhaust system or expanded to other application areas, Power-2-Abaqus ensures
engineers can deliver durable, high-performing designs with greater efficiency.
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Abstract: This work presents a systematic approach to identify the
thermal behavior of arbitrary automotive component systems. The
proposed methodology leverages experimental temperature data and prior
knowledge from Computational Fluid Dynamics (CFD) simulations to
achieve a consistent system identification. The key aspects of the
approach include thermal behavior identification through minimizing the
least-squared error between the predicted thermal lumped parameter
model and the experimentally measured temperature data, ensuring a
robust and accurate representation of the system's thermal characteristics.
The identified system model is then utilized to generate transient system
responses for defined use-cases, enabling a comprehensive understanding
of the thermal behavior under various operating conditions. The
identification algorithm is based on the least-square programming
algorithm from SciPy, providing a robust and efficient computational
framework. Ensuring the reliability and durability of automotive
components is crucial, as they must withstand the wide range of
temperatures encountered during operation. To this end, the temperature-
critical components are experimentally tested and simulated using CFD.
The proposed methodology offers the capability to understand thermal
interactions in experimental data and to generate transient responses based
on stationary CFD simulations. Additionally, this work lays the
groundwork for predicting temperatures in future vehicles with physics-
informed neural networks. The method is tested with experimental
temperature data and a numerical model of the component space of one
control unit in the A-pillar of BMW's current 7 Series.
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1 Introduction

The thermal operating safety (TOS) of automotive vehicles is becoming increasingly
challenging due to the rising complexity of the products. TOS focuses on ensuring
that all components can withstand the thermal loads they encounter throughout their
lifespan [FrER23]. Historically, the primary emphasis of TOS has been on
components associated with or near combustion engines, such as engine rubber
mounts [FrRE24]. The combination of extreme weather conditions, limited
component space, cost pressures, and rising computational demands has added
additional components to the scope of TOS, such as electronic control units (ECUSs).
This has compelled the automotive industry to take the lead in investing in thermal
management for electronic devices [DhKA23].

The primary objective of TOS is to evaluate all critical components and implement
cooling measures when necessary. To assess TOS, two main data sources are utilized:
experimental testing and simulation. At BMW the experimental testing is conducted
at the environmental test center in Munich [Bmwa25]. While experimental testing
provides accurate and transient temperature data, it is both time-consuming and costly.
It requires expensive prototypes and wind tunnel capacity, and testing must continue
until a stationary state is reached. On the other hand, the capabilities of computational
fluid dynamics (CFD) simulations have significantly improved in recent years,
allowing for the assessment of TOS issues, such as heat transfer in exhaust systems
[AhRF22, Enril5]. CFD simulations enable the evaluation of a wide range of
boundary conditions and various TOS measures in a relatively short time frame. To
determine the reliability of a component, it is essential to consider its cumulative
thermal load over its lifetime, as components can experience fatigue not only from
exceeding certain temperature thresholds [Elle17]. Consequently, TOS employs
transient use cases to capture the complete temperature bandwidth. This approach has
led to numerous publications on transient CFD simulations [Discl16, Gheb13].
However, for the TOS use-cases at BMW the experience shows, that transient CFD
simulations are 4 to 10 times more expensive than stationary simulations.

To leverage the strengths of both methods, this paper proposes a combined approach
that integrates the transient behavior derived from experimental data with the rapid
calculations enabled by CFD simulations. Specifically, a zero-dimensional physical
representation of thermal systems, known as the Lumped Parameter Thermal Network
(LPTN), is utilized [MeRT91]. The parameters of the LPTN can be estimated with a
minimization algorithm, allowing for the calculation of transient behavior [KeRE25].
In this study, the methodology is demonstrated using an E/E component from the G70
BMW, referred to as ‘IPBasis.” The paper begins by explaining the mathematical
modeling of the LPTN for this component space. Next, the transient behavior,
represented by heat capacities, is fitted using multiple experimental data sets. The heat
transfer parameters are then derived from the corresponding stationary CFD
simulations. Finally, the combined LPTN is constructed using the fitted parameters,
and the transient temperature curve is generated.
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2 Mathematical Framework

To demonstrate the combined approach, first, the theory of the lumped parameter
thermal network must be shortly introduced. A more detailed explanation is provided
in [KeRE25]. First, the LPTN is introduced for the component space of the [PBasis,
and the fundamental equations are derived. Secondly, the state-space approach to
calculate the transient response of the LPTN is explained. Lastly, the minimization
algorithm to derive the parameters of the LPTN from given data is tackled.

2.1 Modeling of Lumped Parameter Thermal Networks (LPTN)

Lumped parameter thermal networks are based on an energy formulation of lumped
masses. Hence, this approach assumes that within these masses a homogeneous
temperature is present. The energy approach results in a 0D formulation as there is no
dependency on place. Two further simplifications are made in the current
implementation of the LPTN. On the one hand, it is based on constants for heat
capacities and heat transfer coefficients. Hence, temperature dependent effects like
change of convection are averaged. On the other hand, radiation effects are not
included, which simplifies the equations to a linear system.

In figure 1 the LPTN for the component space of the [PBasis is displayed. It consists
of two bodies, the chassis and the [PBasis. The two bodies are connected by
conduction. The chassis has a convection term to the outside temperature Tey;. The
[PBasis is connected to the interior by convection which has the temperature Tj,,;. The

system is heated by the waste heat of the IPBasis Q325
Q'waste
2
Chassis . cond IP asis
T; 1.2 T,
my, € M2 412,012 ma, ¢z
[ [
Qconv Qco_nv
1,ext 2,int
al,ext/ Al,ext az,int/ AZ,int
7;7- Toxt Tine 777

Figure 1: Lumped Parameter Thermal Network.

The lumped parameter thermal network can now be mathematically formulated by
building the energy equilibrium of each body. The resulting two equations describing
the time-dependent behavior of the system are displayed in equation 2.1.
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2.2 Calculate Time-Response of LPTN

To calculate the time response of the LPTN, the state-space representation is
leveraged. The general formulation in matrix form is displayed in equation 2.2.

T =AT + B (2.2)

In the next step, the energy equations from 2.1 can be reformulated in the A and B
matrices. The resulting matrices are shown in the following equation:

11,2141,2 a1 extA1 ext 11,2141,2
Ty mi¢161 2 mic; m1¢161 2 [Tl]
T, 1241 MpA1z o intAzint|LT2
l m20251,2 m20251,2 myc,
(2.3)
al,extAl,ext
—— T
mpc
+ A
Qwaste_l_ Q2,int412,int T.
2 —— lint
myc, myc,

Finally, the time response of the LPTN in form of the temperatures T(t) can be
calculated by using the Runge-Kutta method of fourth order. The method is a standard
solver for ordinary differential equations. Next to the matrices, the method needs
initial temperatures Ty, a simulation time step dt, and the time interval [tg, topql. The
calculation can be written as follows:

T(t) = RK4(A,B,T,, dt, [ty, tenql) 2.4)

2.3 Calculate LPTN Parameters from Temperature Data

The idea is to find the parameters of the LPTN from only the temperature information.
There are two concerns with this approach. First, there are unlimited combinations of
the matrix A and B and therefore of the parameters that can show the same behavior
as the data. Hence, this is considered an ill-posed problem. To tackle this issue, the
parameters are fitted by a minimization algorithm to find the best fit. Secondly,
multiplied values like m,c, cannot be distinguished, hence they need a surrogate
parameter. These parameters are called identifiable, as they satisfy the necessary
condition to be distinguishable. The list of identifiable parameters is provided in
table 1.
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N
Heat Capacity cm me, J/K
Convection Term c* aA W /K
Conduction Term c* W.WE W/K
Boundary Heat Flux 0 0 w

Table 1: Table of the identifiable parameters.

The set of identifiable parameters is denoted with 9 and can be seen in the following
equation:

9 =[C,,, Cy, €y, Q] (2.5)

With the identifiable parameters the LPTN model is simplified. This is exemplary
shown in equation 2.6 for the state-space representation.

_ CLAZ _ Clcfext Cl 2 Cffext T
[T'll _|oar o [Tl] car 2.6)
Tz 6{1,2 C1 2 C 2, 1nt ywaste gint T. ‘
_m - T 2 m int
Cl cr o C;

Now, the minimization algorithm can be applied. The goal of the minimization is to
find the parameter set 9™ that minimizes the error between the data TP3% and the
calculated system response of the LPTN T™I", The minimization term € is calculated
by the mean squared error:

e = (TData _ Tmin)2
(2.6)
With: 7™ = RK4(AI™"), B(9™"), TP, dt, [to, tenal)

The calculated parameters provide a combination that fits the provided data the best.
However, these parameters are not necessarily the correct physical parameters of the
system. In the original paper it was proposed to fit over multiple files simultaneously
to get a global and uniform estimation. This way, the heat coefficients can be
compared between the files and the estimated heat capacities are representative of the
system response as they describe multiple files. This approach is conducted in the next
chapter for the experimental data.
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3 Experimental Data

The goal of this chapter is to retrieve the global heat capacities (C;" ED. (e ’ED) from

the experimental data (ED). Figure 2 displays an overview of the LPTN that is
minimized for this purpose. Every dataset contains the experimental temperatures
(TEP, TEDP) and the boundary conditions (Q335%, Ty, Tine). The global parameters
(CT*, CTY) are used for all files. The local parameters (sz, Ctexv C2int) are fitted for
each file. The hypothesis is that the masses and materials remain the same, but the
heat transfer coefficients vary from file to file due to different boundary conditions.

‘zvaste B Bo ndary
B ata
lo al Parameter
Chassis IP asis
ED A ED [ ocal Parameter
Ty - ({5 T;

CCK COC. N\
Text 2,lnt u tpllt
Text T; C1m'EDa sz'ED

int
W,

Figure 2: LPTN System to identify the global parameters in form of the heat
capacities.

The data used for this approach is gained from windtunnel testing of the BMW G70
model. An overview of the test setup can be found in figure 3.

Figure 3: Measurement of the experimental data. The upper left corner is an
exemplary picture of the G70 in the environmental testing center. In the lower left
corner, the sensor placement at the [PBasis is shown. On the right the sensor
placement at the chassis is displayed.
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In the upper left of figure 3 an exemplary picture of a G70 in the environmental test
center is displayed. The sensor placements inside of the IPBasis and at the surface of
the chassis are displayed in the other two graphics.

In this setup multiply tests were conducted like Stop&Go, Soakbox heating, and
Vmax. To get the most homogeneous data for the minimization, the initial heating
phase during constant boundary conditions were segmented from the rest of the test
periods. The representative LPTN for each file is build and the global heat capacities
as well as the local heat transfer coefficients is found by fitting to the experimental
data (TEP, TED). The time responses of the fitted LPTN after the minimization
(T T are shown in figure 4. Three measurements are displayed exemplarily.

Figure 4: This graphic shows the global parameter estimation of three experimental
measurements. Subfigure (a), (b), and (c) each show a different experimental setup
with varying boundary conditions.

The fitting was able to capture the heating behavior of all files to an average root

mean squared error (RMSE) of 0.91K. The RMSE of the IPBasis is slightly higher
with 1.03°C compared to the chassis with 0.79°C, but the IPBasis is also generally
significantly warmer. The results indicate that the global heat capacities C;" ED and

(0 ED found are a good representative of the overall behavior of the system.

4 CFD Data

In the next step the heat transfer coefficients (Cf' ‘ZCFD, Cy é():(l;D, Cy {ICIED) are found from

the CFD-Simulation results. The CFD simulation is stationary, hence the temperatures

(TEFPSt T CFDSY are of scalar nature. The CFD simulation can calculate the
temperature results for arbitrary boundary conditions (Q335', Toyr, Tint). As only

stationary information is available, the heat capacities (C;" ED. Cy' 'ED) are not relevant

for the calculation of the heat transfer coefficients. The overview of the LPTN for the
fitting of the CFD parameters is provided in figure 5.
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Figure 5: LPTN System to 1dentify the conduction and convection parameter from
the stationary CFD-Simulation.

In figure 6 an overview of the CFD simulation is provided. The boundary conditions
are imprinted on the model by setting the external temperature at the bottom of the
cassis and by setting a Dirichlet boundary condition in the air space of the [PBasis.
The sensors are placed in the same locations as the experimental data, the IPBasis
sensor is in the inside of the ECU and the Chassis temperature is taken at the surface
of the chassis.

Figure 6: Overview of the CFD-Simulation.

As the temperature of the CFD is stationary, the state-space representation is
simplified, and the heat capacities can be neglected. This is shown in equation 4.1.

A,CFD a,CFD A,CFD CFD,stat
[0] _ [_Cu - Cl,ext C1,2 ITl l
- A,CFD A,CFD a,CFD CFD,stat
0 C1,2 _C1,2 - CZ,int T, (4.1)
Ca,CFDT *
lext “ext
Jwaste a,CFD
Qz + Cz,int Tint
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. ACFD ,a,CFD ,a,CFD
This system has three unknowns (€757, Cy oyt »Cpine

hence it is underdetermined. The minimization algorithm is capable of still finding a
set of parameters that will result in the correct stationary temperatures. However, to
find a unique solution, an additional condition is necessary. Fortunately, it is
comparably easy to retract additional information from a CFD simulation, like the
heat flux over a defined area. Here, the heat flux to the exterior Q&P is used as an
additional condition. With this information, the system is determined. In this paper we
reuse the minimization algorithm to calculate the parameters. The adjusted loss

function can be seen in equation 4.2.

), but only two equations,

s N2 . R
e = (T1CFD,stat _ Tmln) +(Qg)ftD _ Qg‘&n)z
With: T™ = A(9™IM)\B(9™) (4.2)

With: Q& = Cilae” (Texe = T1™™)

1,ext

As this is a determined problem, the calculated parameters (C5" ", Ciae®, CoiSFP

are the correct description of the CFD simulation for the specific use-case. One issue
is the fact that the heat transfer coefficients are found from the stationary point, here
the hottest point of the use-case. Hence, the fitted parameters might overestimate the
actual parameters over the complete heating period. This concern is especially
relevant for the convection parameters, as they are usually temperature dependent.
One solution for this problem could be to include a time-dependent nonlinearity in the
convection parameters, for example linear interpolation from the initial state to the
stationary state. However, this is not further investigated in this work. For the present
use-case for the [PBasis the overestimation is assumed to be acceptable, as the overall
temperature delta is not over 100K.

5 Combined LPTN

5.1 Proof of Concept

In a first step, the overall concept needs to be demonstrated. For this, a pragmatical
approach is chosen which is displayed in figure 7. An artificial LPTN is designed, and
for four use-cases artificial data (TP, TAP) is generated. The heat capacities are
found by minimizing three use-cases, one is shown exemplary in the (a). The fourth
use-case is the ground truth (T™™, T,TUh) The heat transfer coefficients are
calculated from the stationary data and one heat flux condition. This is displayed in
(b). The parameters are then combined in a LPTN and simulated. The resulting
temperatures (T,c0mbined pcombinedy ¢an he seen in (c). The figure shows that the
combined temperatures exactly match the ground truth data. This proves that the
concept to fit the masses from different use-cases and calculate the transient response
of stationary data is viable.
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Figure 7: Proof of Concept for the correct calculation of the transient curves when
the parameters are calculated from the stationary point. Subfigure (a) is the heat
capacity minimization, (b) is the stationary CFD data, and (c) is the calculated LPTN
response from the combined parameters.

5.2 Calculating the transient response for the IPBasis

At this point, all the necessary parameters to calculate the transient response for the
CFD use-case are gained. The effective heat capacities (C;" ED (e 'ED) from the

experimental data are fitted. The use-case specific heat transfer coefficients
(Cf 'ZCFD c*EEP ¢ a'CFD) from the CFD simulation are found for the LPTN. The goal

»Hl,ext 2 ~2int
is to calculate the transient temperatures (T ombined Combinedy  This can be
achieved by building the LPTN from the known parameters. The LPTN system is
displayed in figure 8.

Y waste B Bo ndary
Q2
B u tput
Chassis IP asis xperimental Parameter
Combined ACED Combined | Parameter
Ty €15 T,
CFD @) CFD
Ca’ C '
1jext 2,int u tpllt
77 Text Tint 777 T1Comb1ned TZCOmblned

Figure 8: LPTN System Overview for combining the parameters from experiment
and CFD-Simulation.

With this LPTN, the RK4 method can calculate the time response. The result is shown
in figure 9. This calculation is the result this work was aiming for. The assessment of
this result is not straightforward, as this combination of experimental and simulation
data has created a new kind of information, which has no ground truth. This result is
accurate if the masses and the heat capacities are identified correctly. The assessment
of the fitting accuracy is not scope of this work.
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Figure 9: Resulting transient curves based on the heat capacity information from the
experimental data and the stationary information from CFD-Simulation.

6 Conclusion

This paper achieved the calculation of a transient response for a stationary CFD
simulation based on transient experimental measurements. The results were achieved
for the component space of the [PBasis by leveraging a lumped parameter thermal
network approach. The global parameter fitting of the experimental data represents a
novel extension to the state-of-the-art minimization algorithm for estimating LPTN
parameters from temperature data, achieving a RMSE of 0.91K. This work
demonstrated the extraction of LPTN parameters from a CFD simulation. The
assembly of the transient curve from the stationary data and the heat capacity
information was demonstrated in section 5.1 as a proof of concept with 100%
accuracy.

It is anticipated that utilizing multiple experimental files simultaneously will enhance
the global fitting approach, allowing for more accurate determination of heat
capacities. However, this assumption requires further investigation, and establishing
a guideline for the optimal number of files necessary in an n-body LPTN would be
advantageous. Additionally, the fitting of parameters derived from the CFD
simulation is based on the stationary temperature point, specifically the highest
temperature observed. Consequently, when fitting temperature-dependent parameters,
such as the convection heat transfer coefficient, the estimated values are too high in
the transient phases calculated. This tendency leads to an underestimation of
temperatures, as too much energy is dissipated. To address this issue, introducing
nonlinearity into the system could provide a viable solution. Future work should focus
on developing and testing this approach using a transient CFD model.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal
Management
15 — 16 October 2025 | Leinfelden-Echterdingen



7 Reference list

[AhRF22] Saad Ahmed, Hermann Rottengruber, Markus Full. Hybrid model for
exhaust systems in vehicle thermal management simulations. In:
Automotive and Engine Technology Bd. 7 (2022), Nr. 1-2, S. 115-136

[Bmwa25] BMW AG. Das Energie- und umwelttechnische Versuchszentrum der
BMW Group. URL https://www.press.bmwgroup.com/deutschland/
article/detail/TO080599DE/das-energie-und-umwelttechnische-
versuchszentrum-der-bmw-group?language=de

[DhKA23] Amol R. Dhumal, Atul P. Kulkarni, Nitin H. Ambhore. A comprehensive
review on thermal management of electronic devices. In: Journal of
Engineering and Applied Science Bd. 70 (2023), Nr. 1, S. 140

[Disc16] Mario Disch. Numerische und experimentelle Analyse von instationaren
Lastfallen im Rahmen der thermischen Absicherung im Gesamtfahrzeug.
Wiesbaden : Springer Fachmedien Wiesbaden, 2016

[Elle17] Jan Eller. Stutzpunktbasierter ~Ansatz zur Vorhersage von
Bauteiltemperaturkollektiven im Thermomanagement des
Gesamtfahrzeugs. Wiesbaden : Springer Fachmedien Wiesbaden, 2017

[Enril5] Joshua Enriquez-Geppert. Numerische und experimentelle Analyse der
Warmelbertragung einer Abgasanlage im Gesamtfahrzeug. Stuttgart,
University of Stuttgart, 2015

[FrER23] Lukas Freytag, Wolfram Enke, Hermann Rottengruber. Leveraging
Historical Thermal Wind Tunnel Data for ML-Based Predictions of
Component Temperatures for a New Vehicle Project. In: SAE Technical
Paper. 2023-01-1216, 2023

[FrRE24] Lukas Freytag, Hermann Rottengruber, Wolfram Enke. Monitoring the
Thermal Aging of Rubber Bearings Using Virtual Temperature Sensors.
In: SAE Technical Paper. 2024-01-5099, 2024

[Gheb13] Daniel Ghebru. Modellierung und Analyse des instationaren thermischen
Verhaltens von Verbrennungsmotor und Gesamtfahrzeug. Berlin,
Karlsruher Institut fiir Technologie (KIT), 2013

[KeRE25] Maximilian Kehe, Hermann Rottengruber, Wolfram Enke. Lumped
Parameter Thermal Network (LPTN) for Automotive Components:
Modeling, Simulation, System Identification, and Parameter Estimation.
In: SAE Technical Paper. 25NETP-0072, 2025 (in review)

[MeRT91] P.H. Mellor, D. Roberts, D.R. Turner. Lumped parameter thermal model
for electrical machines of TEFC design. In: IEE Proceedings B Electric
Power Applications Bd. 138 (1991), Nr. 5, S. 205

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal
Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Topology and Sizing Optimization of Thermal and Electric Energy
Systems for Battery Electric Vehicle

Fakher Belkacem, Henrik Schifer, Tobias Hellberg, Martin Meywerk

Helmut Schmidt University Hamburg / Professorship for Automotive Engineering
Holstenhofweg 85, 22043 Hamburg
fakher.belkacem@hsu-hh.de Henrik.schaefer@hsu-hh.de tobias.hellberg@hsu-hh.de
Martin.meywerk@hsu-hh.de
Abstract: The transition to battery electric vehicles requires electrification
of power systems. The reliability and efficiency of electrical conversion
systems are often compromised due to inadequate thermal management
systems, leading to electronic failures and performance degradation.
Addressing this challenge necessitates the optimization of thermal systems
and the development of innovative vehicle architectures. The proposed
study utilizes a novel design framework for topology and sizing
optimization of electric vehicle energy systems using a graph-based
modeling approach. To address the increasing complexity of electric vehicle
systems, the model incorporates multi-physics modeling, integrating the
interaction between the thermal, electrical, and mechanical domains.
Additionally, the framework uses energy conservation laws to capture
physical system dynamics, making optimization more structured and
helping analyze design trade-offs effectively. To demonstrate its
effectiveness, an electric bus powertrain design is investigated as a case
study, with the goal of optimizing thermal and electrical component sizes
and energy flow, as well as discrete choices in the topology of the system.
The electric bus model incorporates experimentally validated empirical data
obtained through advanced measurement techniques, ensuring credible
optimization and realistic system behavior. This case study demonstrates
how design optimization can influence the efficiency of thermal
management systems.

1 Introduction

The rapid growth of electric mobility is creating new challenges for vehicle design.
Engineers now face increasingly complex systems in which electrical, thermal, and
mechanical domains strongly interact. To address this complexity, advanced
frameworks are required that support system-level optimization. Several approaches
have been developed for modeling the dynamics of such physical systems, including
state-space models [1], partial differential equations [2, 3], bond graphs [4], and block
diagram modeling techniques [5].
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These methods differ in their modularity, computational complexity, and ability to
capture interactions between subsystems. A major difficulty in applying physics-
based models to optimization lies in integration: because models from different
disciplines often exchange information through incompatible signals, communication
and simultaneous simulation across domains can become challenging [6].

To overcome these limitations, this paper applies a conservation-based optimization
framework for dynamic systems of systems. The proposed approach builds on the
graph-based modelling methodology developed by [7], which can be adapted to the
generic formulation introduced by [8]. This procedure is further augmented by [9] to
enable design optimization frameworks for systems governed by conservation laws.
The modeling techniques are physics-based, modular, and designed to capture
interactions across multiple domains [10].

The applicability of the graph-based methodology has already been demonstrated in
several studies. For example, [8] shows its effectiveness in modeling a hybrid electric
UAV powertrain and designing predictive control strategies, while other works
validate its ability to capture the dynamics of thermal—fluid systems against
experimental data [7]. Building on this foundation, another work of [9] applies the
augmented graph-based framework to the optimization of battery-electric vehicles,
investigating the influence of different configurations and component dimensions on
energy efficiency and system mass. A hybrid electro-thermal energy storage system
is also introduced as a representative design example, highlighting the benefits of
employing the framework for system-level optimization of both plant and controller
[11].

While system-level optimization of battery-electric vehicles has received attention in
the literature, notably absent are results derived from real world data validating the
capabilities of this framework as well as the realization of the impact of optimization
frameworks on thermal management systems.To address this gap, the framework is
instantiated here on a Battery Electric Vehicle (BEV) bus powertrain under realistic
operating conditions. Here, electrical and thermal components are jointly optimized.

This leads to the following key contributions of the paper: = Formulation of a general
graph-based framework for multi-domain, multi-objective optimization, enabling
consistent representation and integration of several subsystems based on fundamental
works of Alleyne e.g. [7-14] = Demonstration on a realistic BEV bus architecture,
including strong electrical-thermal couplings, to illustrate the framework’s workflow
and applicability to real-world design problems—> Numerical case studies showcasing
the potential of the proposed approach to improve thermal management systems,
highlighting its capacity to handle coupled domains and system-level objectives.

2 Graph-Based Modeling Basics

This section introduces graph-based modeling [12, 13, 14] and outlines design
optimization for these models [9].
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2.1 Graph-Based Modeling

The graph-based models are derived by applying conservation equations to a
component or system, inherently capturing the storage and transport of energy [15].
In such a representation, energy storing capacitive elements are modeled as vertices,
while the paths for energy transport between storage elements (the vertices) are
modeled as edges. An important feature that enhances the suitability of graph-based
models is their capacity to incorporate orientation, which permits bidirectional power
exchange between vertices. For example, in battery electric vehicle energy transfer
occurs in both directions from the battery to drive the vehicle and back to the battery
during braking (brake energy recuperation), which can be modelled by bidirectional
graphs. The orientation of an edge defines only the reference direction for positive
power flow. Each edge e; is associated with a bidirectional power transfer p;, which
may depend nonlinearly on the states of the adjacent vertices and, if applicable, on an
actuator input.

py = £, 9, ). (1
Here, X]t-aﬂand x]head denote the states of the tail and head vertices of edge j. Applying
conservation of energy to a state x; at vertex v; gives the following dynamic equation:

Cix, = pi" = ™, (2)

where C; > 0 is the vertex capacitance, and pi" and p{"* are the total incoming and

outgoing power flows at vertex i. Appling the previous equation for all states, the
full system dynamics can be rewritten as

Cx = —Mp + Dp?, (3)

where x ist the state vector, M maps the edges to the vertices, D describes the
relationship between the sources and the vertices and p® is a vector of external power
flow and C is a matrix of vertex capacitances [7]. The states and the capacitances used
for the case study are discussed in detail in Section 3.

However the graph based model described by Eq.(3) is not suitable for design
optimization as it is. The next section is limited to the latter.

2.2 Design Optimization

To perform an optimization framework, the system must be expressed in terms of
design variables, which serve as the fundamental degrees of freedom guiding the
search for improved performance. Within a graph-based modeling approach, the
influence of design variables manifests in two principal forms: modifications of
component size and modifications of system topology. From a graph-theoretic
perspective, the size of a component is encoded in the capacitance matrix, which
governs the system’s dynamic behaviour. Scaling the size of a vertex not only affects
the vertex itself but also the connected edges, the resulting power flow, and ultimately
the source contributions.
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For example, increasing the battery capacity Q@ modifies its internal resistance R,
which in turn changes the dissipated heat according to RI?. This illustrates the
principle of sizing optimization, where adjustments in design variables propagate
through both local interactions and the global system response. In contrast, topology
optimization focuses on exploring alternative system configurations through the
addition or removal of edges. Such modifications affect the same three aspects as in
sizing optimization—vertex properties, edge weights, and source-edge
contributions—and therefore must be analyzed with equal care to preserve system
consistency and physical feasibility.

The formal relationship between design variables and system dynamics is captured in
the augmented graph-based model [9]. Its matrix form is expressed in Eq.(4):

Y. .Ci = —MPPp + DPSdSp°. (4)

The six design matrices ¥, @, ¥, @, W’and @° map the effects of component
scaling and alternative architectures into the mathematical representation of the
model. Specifically, ¥ .and @, capture the influence of sizing and topology decisions
on vertex properties. The matrices ¥ and @ represent the corresponding effects on
edge scaling and removal, while ¥* and @° account for these effects on the source
edges of the graph-based model. These design matrices are diagonal and contain
design functions that depend on the design variables. For further details cf. [9].

2.4 Formulating the Optimization Problem

The core of this framework lies in formulating and solving the optimization problem,
which can be expressed as follow

mein Jtotal (ec; ez)

. — (5)
subj.to: 8 < 0 < 6,

g@@ <o

Here, Jior1(Oc, @,) denotes the objective function, which may serve various
optimization purposes, such as minimizing mass, reducing energy losses, or
enhancing overall performance. The design vector 8 comprises the sizing and
topology-related design variables, 8, and 8,, respectively and is defined as

0, (6)
o= (ez )

This vector is defined within specified bounds, such that each variable must remain
between a given lower limit 8 and upper limit . The previously discussed augmented
modelling approach is employed within the optimization problem, where the graph-
based model is simulated for a given set of design variables and the objective function
is evaluated from the resulting trajectories.
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Eq. (5) presents also the set of nonlinear constraints with nonlinear function g for
the design problem.

In the following section, this proposed optimization procedure is demonstrated
through its application to a real-world battery electric bus.

3 Design of an Electric Vehicle Powertrain

This section applies the design optimization framework to a case study of a bus
powertrain configuration, considering electrical, mechanical, and thermal power
flows, with data experimentally validated in [16]. The baseline configuration,
including sizing and architecture options, is outlined and represented as a graph based
model. These configuration options are then formulated as an optimization problem
within the framework, where different single- and multi-objective functions are
defined. The results highlight the capability of the framework to identify designs that
meet different requirements.

3.1 Configuration of the Bus Electric Powertrain

Fig 1 presents the baseline EV powertrain configuration, and Figs. 2—4 show the
graphical models of the three parts of the powertrain.

Figure 1: Electric vehicle baseline powertrain configuration.

The powertrain consists of a battery system as the main power source, connected in
parallel to a high-voltage direct current (DC) bus. This bus distributes power to three
subsystems: (i) the Drive Inverter System (DIS), which drives an AC motor
responsible for vehicle propulsion; (ii) an inverter that supplies the HVAC system
(heating, ventilation, and air conditioning); (ii1) an Electronic Accessory Control Unit
(EACU) and (iiii) an electric battery thermal management module (eBTM) to fulfil
the conditional needs of the battery. Note that eBTM is not modeled in this case study.
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In addition, the high-voltage bus is connected through a switch to a dissipative resistor
that prevents overvoltage events.

Figure 2: Graph-based model of high voltage bus (battery, motor and vehicle body).

Figure 3: Graph-based model of the low voltage bus

The EACU, implemented as a bidirectional DC/DC converter, steps the voltage down
to supply a low-voltage DC bus. This low-voltage bus both charges a 24 V auxiliary
battery and powers additional electrical loads. The auxiliary battery in turn drives the
cooling pump, which circulates coolant through the liquid cooling loop of the drive
system, and the fan, which extracts heat from the coolant via a heat exchanger to the
ambient environment.
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Figure 4: Graph-based of the Cooling System

Inputs to the system include the duty cycles of the three inverters/converters. The duty
cycles of the DIS and the HVAC inverter are held constant to satisfy the required
vehicle speed and the HVAC load demand, respectively. By contrast, the duty cycle
of the EACU is controlled to ensure the auxiliary battery is charged with exactly the
power required by the pump and the radiator.

In this study, the pump and radiator rotational speeds, as well as the vehicle velocity,
are kept constant. This assumption allows the investigation of a single operating point.
Switch input commands include (i) the buck/boost directionality for each of the three
converters and (i1) the connection command for the dissipative resistor. For the
considered case study, all converters are fixed in buck mode. Disturbances (sink
states) include ambient air temperature, the current demand by the HVAC system, and
the vehicle’s velocity demand profile.

For clarity, the definitions of the state vector p and the connection matrix € (in
Eq. (4)) varies depending on its type as specified in Table 1.

Table 1: Vertex types and capacitances.

Description State Capacitance
Voltage %4 c,V
Battery state of charge q QV.ov(q)
Current I LI
Temperature T Cr
Translating Mass v mv
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The elements capacitance’s are electrical capacitance Ct, inductance L, mass m,
battery capacitance QV,., and thermal capacitance C,. Note that, Q represents the
battery capacity and V., is the open circuit voltage of the battery. This graph contains
vertices corresponding to battery state of charge (SOC), current, voltage, temperature
and velocity. In Figures (2), (3) and (4), the voltage, temperature, and velocity states
are indicated by green, yellow, and orange vertices, respectively.

The state battery state of charge (SOC) are given by the vertices v; and vy, in the
Figures. (2) and (3), respectively. There are six types of edges in this graph
representing different mechanisms of power transfer: electrical power, controlled
electrical power, resistive losses, advection, conduction, and convection. Power flows
of the same type follow similar governing equations, as specified by the corresponding
edges in Table 2.

This case study explores three sizing design options. The next section relates these
design options to the graph-based model within the proposed framework.

Table 2: Power flow edge equations by type.

Edge Type Edge equation Corresponding edge numbers

Electrical power P = x].taﬂx]head 1-3,9-11, 13-16, 18, 22, 23, 30, 32,
36,73, 75,78, 37-40, 46, 48, 50, 51

Controlled electrical power P =y xjta“xjhead 17,31, 47

Resistive losses P = k]_(x]_tail)z 4,5,6, 12,19, 24, 33, 42, 41, 43,
49, 52, 54, 55,

Advection P = kjujxjta“ 58-66, 69, 70

Conduction P =k; (Tjta“ - Tjhead) 7,8, 21, 26,35,77

Convection P, = k; (x].taﬂ - x]head) 20, 25, 34, 67, 68

a For edge 1 and 24, x}aﬂ = Voey (xj““), where V, ., is the corresponding battery open circuit voltage.

b. For edge 37: x]l-1eacl = Voevl (x}‘ead), where Vy¢y is the open circuit voltage of the low voltage battery.

b Example of controlled electrical power for edge 17: U and I represent voltage and current at two ends of the
edge and u represents the duty cycle oft the Driving Inverter System (DIS).

3.2 Applying the Framework to the Battery Electric Vehicle Bus Powertrain

The discussed design optimization framework is applied to the case study system
and requires at first step the definition of the design variables, which are described in
Eq. (7). The used design function is

f(gc,m [,l) =1+4p6,, (7)
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and establishes a relationship between a design variable 6, ; and an output f. The first
design option in this case study includes size of the battery (6 ;). Sizing of the battery
is considered analogous to adding fractions of cells in parallel ny,., which directly

affects battery parameters such as capacity and mass. To reflect this, the first entry of
Y. in Eq.(4) is defined as:

flpm (00,1) = npar(ec,l) = npar,nom f (90,1: :unpar)- (8)

Here, ,unparis set to 0.47, ensuring that the number of parallel cells np,varies between

6 and 18. The nominal number of parallel cells in the high-voltage battery, nparnom,
is defined as 6. Important information is that the size of the series cells is kept constant
during the optimization procedure to ensure the required voltage level for the driving
motor. As the number of parallel cells in a battery pack increases, both the electrical
capacity (vertices: v, v3) and the thermal mass (vertices: v,, Vs) scale proportionally.
The internal resistance of the battery is also influenced by the overall pack size, which
is modeled in edge e,. The design functions applied in this study are described in
detail in [9].

The parameters 6. ,and 6 5 are introduced to model the scaling of the motor and pump
sizes, respectively. An increase in these parameters corresponds to an increase in the
motor constant, which in turn leads to higher resistance in the associated components.
Note that the motor constant defines the torque a motor can supply per unit of current.
Using the design function in Eq.(7) captures this effect, as illustrated in Fig. (5).

Figure 5: Design functions for component parameters. (a) Pump parameters and (b)
motor parameters (blue: motor constant, red: resistance, green: mass).

Motor mass increases with scaling, thereby contributing to the total vehicle mass,
which is used to compute the power flow from rolling and gradient resistances at edge
e,7. The acceleration resistance is not considered in this study, as a constant driving
velocity is assumed. As shown in Figure (5.a), the pump mass is considered negligible
and has no impact on the model. The primary effects occur at edges ess and es,, where
scaling the motor constant results in increased pump resistance.
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In the next step of the framework is to define the total objective function, which is
defined as

JTotal = W ]EL,p + Wy Jmass T W3 ]Driving + Wy JeLm + Ws ]perf: (9)
Here, JgLp = Rpump fus, (96,1)I§ump, minimizes the energy losses through the pump

where Ryymp and Iymp denotes the resistance of the pump and the current supplied
to the pump, respectively. /.55 Minimizes the mass of the vehicle and is defined as

mo +mmotor'f(9c,2,ﬂez7)+nser'mcell'npar,nom-f(ec,bﬂnpar)

Myef

]mass -

(10)

In this formulation, m, s denotes the reference mass of the vehicle, taken as its initial
mass. The parameters nNger and 7parnemrepresent the number of battery cells
connected in series and the nominal number of cells connected in parallel,
respectively. m¢ep corresponds to the mass of a single battery cell and m oty 1 the
mass of the driving motor. Eq.(9) considers also

2
; _ (10c1=1npa)~T(Oc 1 binpar)
Driving =
riving f(gc,1=1'ﬂnpar)

; (11)

which is used as a penalty term to satisfy design constraint, ensuring that the vehicles

reach a maximum driving range. Jg, n, evaluates the efficiency and effectiveness of

the electrical motor, where optimization leads to reduced losses and better reliability.
. . R Oc,2, 12

This function is defined as Jg m = (Rmotor (62 Meg)motor) .

2
RmotorImotor

In this equation, Ry, represents the electrical resistance of the motor, while I st0r
denotes the electrical current supplied to the motor. Last but not least, J/yers in Eq.(12)

aggregates overall performance measures not explicitly included in the other terms,
ensuring balanced system performance.

2
(Pmotor,max(ec,z = 1) - Pmotor,actue (9c,2))
Pmotor,max(ec,z = 1)

]perf = , (12)

In this formulation, Ppotoractuen denotes the actual motor power as a function of the
operating parameter 6. ,. The term Py otormax cOrresponds to the maximum motor
power, which is reached when 6, , approaches its limiting value. However, the design
variables have been normalized. For @ = [9c,1: Oc,2, Hc,3], the boundsare 0 < 0 < 1.
The framework can now be applied, with the full problem formulated in the same
manner as Eq. (5). For the dynamic simulation, the vehicle is driven at a constant
velocity of 80 km/h, with the state of charge (SOC) set to 80% for both the high-
voltage and low-voltage batteries, and all component temperatures are initialized to
the ambient value.
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The system dynamics are integrated using MATLAB’s odelSs solver. For the
optimization, MATLAB’s sequential quadratic programming (SQP) algorithm is used
to determine the optimal system configuration.

3.4 Results

The design framework is evaluated using three different sets of objective function
weights. Test 1 emphasizes minimizing energy losses through the pump (Jgy,p), while
Test 2 minmizes the mass of the vehicle (Ji,4ss) and maximize the driving range
(priving )» Which is assumed to be used as design contain in the objective function.
Test 3 uses the same objective of optimization of test 2 and places additionally focus
in the minimizing of the electric motor (Jgi, ,) With consideration of the penalty term
to the total objective in order to maximize the motor power (Jperf). Table 3 presents

the weights for each tests. Table 4 presents the design parameter values and the
number of iterations for the three tests.

Table 4: Weights for the three test.

Weight Test 1 Test 2 Test 3
w;y 1 0 0
w, 0 0.5 0.5
Wy 0 0.09 0.08
Wy 0 0 0.5
ws 0 0 0.01

The evolution of the objective functions is illustrated in Fig. (6.a). In all cases, the
objective function decreases during the optimization process, indicating that SQP
converges to an improved design compared to the initial configuration. Test 1
converges after three iterations, whereas Test 3 and Test 4 require five and eight
iterations, respectively, due to the higher complexity of the multi-objective
optimization.

Test 1 results in an increased pump size, since the design variable 6.3 reaches its
upper bound. This outcome is in line with expectations, since enlarging the pump
increases the motor constant, thereby reducing the current required to drive the pump
for cooling the liquid. Although a larger pump also leads to higher resistance, the
current appears squared in the expression of energy losses, so the overall effect
remains beneficial. As a result the used thermal management system will need less
power to cool the drive system. In Test 2, the optimizer slightly increases the number
of parallel battery cells, reflecting the high weight on the driving-range term ws.
Lowering ws reduces the incentive to add parallel cells and thus decreases battery-
pack/vehicle mass.
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Table 3: Optimization Results

Test 1 Test 2 Test 3
Initial Optimized Initial Optimized Initial Optimized
values values values values values values
0.1 0.0 - 0.5 0.7174 0.5 0.6821
6., 0.0 - 0.5 0 0.5 0.9754
6.3 0.5 1 0.0 - 0.5 -
Normalized 1.58 0.20 1.87 0.009 2.42 1.11
obj. func
Number of — 3 - 5 - 8
iterations

Test 3 confirms this behaviour: with the same objective structure but a smaller ws, the
optimizer selects a lower mass-scaling parameter, 6., = 0.6821, relative to Test 2,
indicating a reduced vehicle mass. The results, illustrated in Fig. (6.b), show that
battery temperature decreases as the number of parallel cells increases, which also
leads to a higher overall mass. While the added mass raises the vehicle’s rolling
resistance and therefore increases the power demand, this effect is outweighed by the
reduction in internal resistance due to cell parallelisation.

However, Test 3 also aims to minimize the energy losses in the driving motor. The
results show that the optimizer selected a motor size close to the upper limit of the
design variable. Although this increases the overall vehicle mass, the additional motor
mass is considered beneficial in this case. This outcome reflects the optimizer’s
preference for maximizing motor power, since it is explicitly included in the objective
function through a penalty term.

Figure 6: (a) Convergence plot for the three tests, (b) High-Voltage Battery
Temperature (Test 2).
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4 Conclusion

This work employs a design methodology for optimization that captures the multi-
energy domains of dynamic systems. The approach adopts a graph-based modeling
technique to represent the physical behaviour and interactions among components.
Within this framework, design alternatives, such as component sizing and topology,
are systematically integrated.

The case study investigates an electric bus powertrain under a single operational
strategy. The results show that variations in component configurations—specifically
changes in motor, pump, and battery sizes, significantly affect the thermal behaviour
of the system. As a consequence, the energy demand of the thermal management
system may either increase or decrease depending on the design choices.

Future work will extend the framework to incorporate multiple operational strategies,
with particular focus on evaluating the impact of powertrain design on thermal
management requirements during the regenerative braking phases of the electric bus.
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Abstract: The objective of this work is to present the advances in the
research of the influence of tire geometry features on the drag coefficient
of a car. The aim of this holistic analysis is to encompass wind tunnel
testing of market-available tires, the development and wind tunnel testing
of a modular tire and the evaluation of external flow CFD simulations of
cars with accurately deformed tires. From this extensive groundwork, this
current publication focuses on the analysis of different market available
245/45 R18 tires on the BMW 4 series and the 5 series touring in the
BMW wind tunnel facilities.

1 Introduction

Aerodynamically, tires account for a meaningful share of the total drag coefficient of
a car [Schiil 7, Witt14]. Simulation results from the BMW 4 series showcase that fact,
in which it is observed that 10-15% of the total drag share corresponds exclusively to
tires [Inte25]. Furthermore, not only they account for a significant share in the Cy, but
their geometry changes yield a notable AC,. In the current work, conducted wind
tunnel measurements of current market-available 245/45 R18 tires, a maximum
AC; = 0,011 is observed (BMW 4 series). However, maximum differences up to
AC; = 0,018 have been experimentally measured in other vehicles (same rim)
[Inte25]. This is not an insignificant effect, given that AC; = —0,001 = Arange =
1,1 — 1,5 km on electric cars [HuSo03]. The reason of this influence is the partial
exposition of tires to the incoming air, the angle at which the flow impacts the front
tires, and the sensitivity of the surrounding (wheelhouse) and downstream geometries
(underbody and rear-end). Moreover, and little-known, tires of the same size have a
big geometrical spread, in both contour and tread pattern. This fact is studied, together
with the wind tunnel results, in the upcoming sections.
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The goal of this contribution is to get a clearer understanding of the influence of
geometrical features of tires in the total drag coefficient of a car, by experimental
means. Few prior studies approach it similarly [HoSel8a, LIWL12, Schn16]. Most of
them, however, rely on CFD to evaluate tire aerodynamics [FuUn21, HoSel8b,
HoSL13, MSWS21, NaPa25, ReHI19]. This presents several limitations for this use
case, besides the ones inherent to the approximations of the simulation: inaccurate tire
geometry representation and rotation conditions. They can be accurately tackled, not
without a highly resource-intensive structural-aerodynamic simulation [SGBF23].
Therefore, the standard approach in the automotive industry is to simplify the tire
geometry and rotation condition.

The following work is structured as thusly: In the method (Section 2) the aerodynamic
setup is described, followed by the listing and geometrical analysis of the tested tires.
Section 3 presents the results of the wind tunnel tests. These in the discussion section
(Section 4). Lastly, an outlook for the research project is briefly debated in Section 5.

2 Method

2.1 Aerodynamic setup

This study has been performed in the BMW aerodynamic wind tunnel. Two different
vehicles are considered: the BMW 4 series and 5 series touring, each evaluated in
multiple wind tunnel sessions. Results are always presented in deltas relative to a
reference and in every wind tunnel session a common (reference) tire set is evaluated
to avoid potential variability coming from the wind tunnel calibration. Nonetheless,
the repetition of the same geometrical configuration (car and tire set) in different wind
tunnel sessions yields a maximum AC; = 0,001. If not otherwise stated, the
measurements are performed at 140 km/h, with tire pressure of 2,5 bars and standard
tire load and vehicle ride height.

Tested tires are exclusively from the size 245/45 R18. All tests are performed with the
same rim styling, which is representative of a non-aerodynamically optimized rim.
Further exploration of the aerodynamic behavior of tires on other rim stylings is
recommended by the authors.

2.2 Tire geometries

The evaluated tires are listed in Table 1 in no particular order. They represent a subset
of all 245/45 R18 acquired tires, but only the ones measured in the wind tunnel with
a vehicle are included in this study.

To ease readability, each tire has a unique identification code, or ID, assigned in this
work (nomenclature xya). It includes information on the type (x: Summer (SO) =1,
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All Season and Winter (A/S) =2) and structure (y: Standard (STD) =1 and Runflat
(RSC)=2). The third character (a) assigns a unique letter for each model.

Table 1: List of the tested 245/45 R18 tires.

ID Type Structure | Manufacturer Model
11A Summer Standard Continental EcoContact 6 *
11B Summer Standard Pirelli P Zero *
11C Summer Standard Michelin Primacy 3 * MO
11D Summer Standard Bridgestone Turanza T00S *
11E Summer Standard Kumho Ecsta PS91 * MO
11F Summer Standard Hankook Ventus Slevo3 *
11G Summer Standard Goodyear Eagle F1 Asy3 *
12H Summer Runflat Pirelli Cinturato P7 * (RSC) MOE
121 Summer Runflat Bridgestone Turanﬁl OTF?ftzi d’(’;((iRSC)
12] Summer Runflat Hankook Ventus Slevo3 * (RSC)
22K | All Season Runflat Pirelli Clnturez‘;;)s}g)?/l[IOSEeason ’
120 Summer Runflat Pirelli P Zero * (RSC)
22P | All Season Runflat Pirelli P Zero A/S (RSC)
11Q Summer Standard Pirelli P Zero1*
12R Summer Runflat Pirelli P Zero 1 * (RSC)
11V Summer Standard Goodyear Eagle F1 Asy5
21W Winter Standard Pirelli Winter Sottozero
21X Winter Standard Goodyear Ultragrip
22Y | All Season Runflat Pirelli P Zero * A/S (RSC)

The addition of type and structure in the identification code is considered relevant,
given their influence on the tread measurements and the stiffness of the tire. These
two, together with the contour, fully describe its geometry and mechanical properties.
The contour is the general curve that is revolved to create the tire. The tread pattern it
defined as the embossed cuts used to move the water out of the contact patch. They
are divided in longitudinal and side treads. Finally, the structural stiffness refers to the
arrangement of steel strings along the perimeter of the tire, designed to withstand the
loads. These three are considered by the authors as the entities that explain the shape
and behavior of the tire. They are physical independent features that define the final
geometry of the deformed tire, in combination with load, camber, toe, pressure and
speed.

The geometrical analysis of tires is enabled by the scanning process and subsequent
contour and pattern postprocessing developed algorithms (Figure 6 from the
Appendix). This workflow outputs the contour and depth image from the tire, which
can be processed for further analysis.
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2.3 Tire contours

Evaluated tire contours demonstrate a wide design space, depicted in Figure 1. Not
only this, but the taxonomy of the contours is as well diverse. Some have an abrupt
profile change in the side wall, others present a balloon-like geometry and a few
exhibit a trapezoidal format. No shape appears to be predominant over the others.
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Figure 1: Geometrical variability of the contour of the tested tires, depicted as
individual lines on the left-hand side, and their limits on the right-hand side.

Even though most of the contours differ geometrically, a limited number of them are
alike. A clustering of the tested tire contours has been performed using a hierarchical
agglomerative clustering algorithm. These are: Cluster 1 containing tires 12H and
21W, Cluster 2 with 22P, 120 and 22Y, and Cluster 3 encompassing tires 12J and
11A. They are depicted in Figure 9 from the Appendix. Non clustered geometries do
not have comparable contours, emphasizing their diversity. This grouping simplifies
the evaluation of drag coefficient delta caused by the tire pattern.

2.4 Tire patterns

Like the contours, the variability in tread patterns designs is substantial, and even
more if All Season (or Winter) tires are taken into consideration, like in the presented
work.

To enable a characterization of tread geometries that supports the quantitative
aerodynamic evaluation of distinct tread components, a feature extraction algorithm
is developed. The present approach retrieves exclusively the width and depth of the
longitudinal treads. The goal is to identify potential aerodynamic patterns from those,
as they dominate the geometry of the pattern. Thus, an automatic vertical line
detection algorithm has been implemented. The values for each of the tires, are
gathered in Table 2, and the depth maps of the tread patterns are displayed in Figures
7 and 8, all found in the Appendix.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Depending on the pattern shape, the current version of the vertical line detection
algorithm might miss a longitudinal tread. This is the case for the foremost left
longitudinal tread of the tire 11F, which displays a zigzag silhouette. A more
sophisticate approach that embeds the entire pattern shape into a latent space for
machine learning-enabled optimization is currently being developed by the
researchers.

From the implemented vertical line detecting method, the width and depth distribution
of the longitudinal treads are extracted. A simple geometrical analysis shows that, the
two parameters do not significantly across tire types. However, the spread in widths
is larger for summer standard (SO STD) tires.

Besides the two Winter tires (IDs 21W and 21X), side treads designs do not show
apparent geometrical differences. They are slender, shallow similar shapes, positioned
at a random (but constrained) distance between each other along the perimeter. This
arbitrary distribution avoids the generation of noises, and it adds a layer of complexity
in their aerodynamic analysis. In this study they are not considered. In any case, the
acoustic requirements of the tires have a higher priority than aerodynamics, and hence
any benefit from their aerodynamic optimization in detriment of acoustics would not
be justified.

3 Results

This section is structured as follows: First, the base wind tunnel results are discussed.
These are tests of the listed tires (Table 1) on the BMW 4 series and 5 series touring
under the same inflow velocity (140 km/h) and tire and vehicle conditions (load, tire
pressure, rim and ride height). Afterwards, a study on several relevant parameters is
presented. Those include tread pattern orientation, ride height, tire pressure, axis
position, tire position in vehicle and inflow velocity. In this second part, most of the
drag measurements are performed in a reduced number, almost exclusively in the
BMW 4 series.

3.1 Base configuration

The results of the aerodynamic evaluation of the tire sets in both the BMW 4 series
and 5 series touring are depicted in Figure 2, including the contour clusters highlighted
in orange, blue and yellow, respectively. If not otherwise stated, the values are given
as deltas relative to the reference tire 12H.

As observed in Figure 2, there is no clear a priori similarity in tire behavior across the
two vehicles. Some tires have a similar effect on the AC,; (11B, 11G, 11V, 21W, 21X
and 22K) and others have not (11C, 11E, 11F, 11Q, 12I). This makes total sense, as
the surrounding geometry and flow field are different. However, there might be
common geometrical characteristics that on average improve or worsen the Cg.
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Figure 2: Base wind tunnel results the tested tires with the same rim, tire pressure,
load and ride height at 140km/h. Contour clusters are highlighted.

Summer Standard and Runflat tires (SO STD and SO RSC) do not presumably differ
in ACy4, suggesting that the aerodynamic relevant parameters are embedded in the
undeformed shape of the tire. This result does not align with previous tests in different
vehicles, in which RSC tires exhibited lower drag due to their stiffer and hence smaller
width [Inte25]. Further tests and the analysis of tire scans in the wind tunnel under
deformed conditions are required.

Similarly, All Season and Winter tires with both structures (STD and RSC) behave
alike in both vehicles. They increase the drag coefficient compared to most of the
summer type apart from tire 22K. This model diverges by AC; < —0,005 compared
to therest (21W, 21X, 22P and 22Y). Figure 10, located in the Appendix, depicts both
contour and tire pattern for such geometries. As observed there, tire 22K has the
smallest tire width of the 5 All Season and Winter models, which is expected to be
better aerodynamically. Its contour, however, does not considerably differ from tire
21W. In terms of the tread pattern, and with the support of the extracted width and
depth, an observation arises: Tire 22K has the maximum longitudinal tread width from
them all, and shallow values of depth. These parameters potentially have an influence
in the Cy, and thus are further explored.

The results from the contour clusters indicate potential effects caused by the tread
pattern. That is the case of Cluster 1. Tire 21W behaves similarly in both vehicles, as
tire 12H, but diverge from one another by AC; = 0,005 — 0,006. Observing 12W, it
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contains deeper longitudinal treads than 12H, with a maximum depth of 7,1 mm, fact
that seems to be, again, detrimental to the AC,;. This effect is observed as well in
Cluster 2. Tire 22Y has depths up to 6,6 mm, compared to the 6,1 mm from the 120.
Equally to Cluster 1, deeper grooves seem to not be beneficial for the drag coefficient.
Moreover, both geometries from Cluster 2 share the same internal structure (RSC).
The opposite however does not seem to strictly hold. The tire with the shallowest
longitudinal treads (11A) is not the most aerodynamic one.

If the maximum values of longitudinal depth and width are analyzed, a similar trend
is observed: geometries with deeper longitudinal treads yield higher ACy, for both car
models. Figure 3 illustrates that trend (colored by contour clusters), alongside the
aerodynamic benefit of increasing the width. Note however that these correlations are
weak. The experimental analysis of those parameters in an independent manner
should be performed to confirm the previous statements.
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Figure 3: Correlation between maximum width and depth of the longitudinal treads
and the ACy, colored by contour cluster.

Analyzing the tires 11Q and 12R, which have similar tread patterns, big differences
are observed in the ACy, for the BMW 4 series model. This discrepancy is either
originated from the distinct inner structure, or the significant disparity in contour. The
second seems the most plausible cause, given the pronounced difference in frontal
area. However, the best performing tires (Figure 11, from the Appendix), for both
vehicles, share diverse typologies of contours, not necessarily the narrowest ones.
They same apply to the contours with tires that produce the highest drag coefficient.
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3.2 Pattern orientation

Given the directionality of the tread pattern of tires 21X and 21W, stated by the
manufacturer, these have been tested in the opposite configuration in both cars. In
doing that, the tire contour and the geometry and position of the longitudinal treads
remain constant. The orientation of the side treads is the only modified variable.
Results (Figure 6) disguise a clear increase in AC,, clearly exhibiting the relevance of
considering these features for aerodynamic optimization. It is unclear if this effect is
shared across tire types, as 21X and 21W have a distinguishable deeper side tread
layout than the rest. Further tests in other tire types are required to analyze this trend.

TREAD Outgr rim Inr;gg;iml
PATTERN side '

DIRECTION
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9

L

9

1l

21X 21X 21X 21X
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9
21W 21w 21W 21w
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AC4[1/1000] relative to the reference tire 12H

Figure 4: Pattern orientation influence in the ACy.

As tires 21X and 21W in the reverse configuration have the highest recorded drag
from the study (AC; = 0,009 for both vehicles), they are used to explore the influence
of aerodynamically good and bad tires in the front and rear axis (Section 3.6).

3.3 Velocity

Besides the standard testing velocity of 140 km/h, three evaluations have been
performed at a reduced speed (100 km/h) in the BMW 4 series. Tires 11A, 21X and
12H have been tested. The objective of this comparison is to assess whether the tires
produce a similar outcome at these different speeds. If that is the case, the
requirements for the physical modular tire (current under development by the authors)
can be lowered.
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The results from the experiments show a drag coefficient variation (ACg 149 —
ACy 100) 0of 0,002, 0 and -0,001, for tires 11A, 21X and 12H, respectively. A more
extensive evaluation is required

3.4 Ride height

Tires 12R and 12H have been evaluated under different ride height conditions, to
explore the tendency that they follow under the modification of this parameter. Both
tires display a very similar behavior, by increasing AC; = 0,005 every time that the
car body is elevated 10 mm.

3.5 Tire pressure

Alongside with the load and the internal structure of the tire, the pressure characterizes
the deformation behavior in the contact patch, and in radial due to inertial forces.
Hence, the increase in stiffness due to the rise in pressure is expected to cause a
reduction in the drag coefficient. Deflated tires exhibit an evidently broader
deformation in the contact patch, which increases the frontal area and theoretically
generates bigger flow structures that disturb the downstream geometries.

Four different sets have been evaluated in the BMW 4 series (tires 22K, 11B, 12H and
21W), with pressures ranging from 1,8 bars to 3,5 bars. The observed trend is as
expected, except for the case of 21W. Nonetheless, all measurements differ by
maxACy; = 0,001, which in the eyes of the authors is not sufficient to generate a
statement, and different to previous studies [Inte25]. Like in most of the other
variable-studies, the author recommends an extensive analysis of this parameter
including scan data from the tire under deformation conditions inside the wind tunnel.

3.6 Axis position

In the following test, two sets of different tires are used: one producing high drag and
another a low value of it. Each set is mounted in one of the axes (either the front or
the rear), having thus a combined layout. Both BMW 4 series and 5 series touring are
included in the experiment. The goal of this evaluation is to determine if there is
dominating axis. The selected tires differ 0,007 and 0,009 drag points between them,
to better appreciate the effects of the experiment.

A clear dominance of the front axis is observed in the performed measurements,
gathered in Figure 7. Front tires receive the impact of the barely disturbed incoming
air, which makes their geometry changes more influencing in the aerodynamics of the
entire vehicle. Interestingly, the findings are opposite to the wind tunnel results of
Landstrom et al. [LJWL12].
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Figure 5: Axis position influence in the ACj.

3.7 Position in the vehicle

Two sets of tires (12H and 12R) are evaluated in the BMW 4 series by placing each
individual tire in each of the four positions in the car. This test aims to understand
how geometrical tolerances might affect the C;. Results display a maximum
variability of 0,001 in drag coefficient.

4 Conclusions

Tires are multi-parametric multi-requirement complex 3D geometries, that yield a
large design space and a substantial spread of drag values. This, complimented by the
scarcity of market-available tires from the same size, complicates the aerodynamic
evaluation of single geometrical features. However, this work aims to shine some light
in the intricate field of tire aerodynamics, from an experimental angle.

The results from the general wind tunnel measurements show a non-equivalence
between drag coefficient deltas from the BMW 4 series and the 5 series touring, which
is to expect. Most models behave alike, apart from 5 tires (AC, differs by = 0,003).

Summer tires (SO STD and SO RSC) display high variability in both vehicles, with a
spread of 0,008 and 0,007 aerodynamic points, for the BMW 4 series and 5 series
touring respectively. Winter and All-Season geometries have less spread and a clear
higher drag than Summer models, except the ID 22K. This specific geometry exhibits

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



wide and shallow longitudinal treads, with smaller section area (contour). All these
properties could potentially have a beneficial effect in the drag, specially the first two.
Further proof is required, as the correlations between these parameters and the AC,
are weak. In terms of contour, no design is evidently more beneficial than the rest.

Unexpectedly, no substantial drag difference is observed between STD and RSC
across both tire types, nor due to the increase of tire pressure (max. AC; = 0,001).
This finding should be further studied, as it diverges from previous test [Inte25].

Velocity and ride height behave as expected. The change in air speed and tire rotation
modifies slightly the drag coefficient (by maxAC; = 0,002), and 10mm increments
of the ride height increment quite consistently the drag value by approximately 0,005.

Tolerances, which will be always present in the manufacturing, have been briefly
evaluated with the testing of tires 12H and 12R in all 4 positions, from the same tire
set. Maximum values of 0,001 in drag coefficient have been observed.

Lastly, there is a clear dominance of the front tires on the general trend of the car
aerodynamic coefficient. This has been observed in 3 occasions, with maxAC,; =
0,005.

5 Future outlook

Series tires only represent a subset of the design space in which tire manufacturers
could potentially manufacture their geometries. Hence, a modular tire is under
development by the researchers to fully explore the design space isolating geometrical
parameters during the study. The concept intended for the first version of the modular
tire 1s presented in Figure 12. The goal of this prototype is to unveil effects purely
coming from the tire tread pattern and not from the contour.

Further research to validate the findings of this work is recommended by the authors.
Moreover, a complete description of the tire geometry (including deformation and z-
position in the vehicle) could potentially identify features that predominantly govern
the drag coefficient. An adequate embedding or parameterization, accounting for of
the tire, is therefore vital.
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7 Appendix

Figure 6: Scanning and geometrical feature identification process.

Fig. 7: Tread patterns of tires with IDs from 11A until 12H.
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Fig. 8: Tread patterns of tires with IDs from 121 until 22Y.
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Fig. 11: Best and worst performing tire contours.

Fig.12: Concept of the modular tire.
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Abstract

To enhance passenger car efficiency, reducing aerodynamic drag is crucial, with a
significant portion of the drag arising from rotating wheels. Understanding surface
pressures on a wheel rim, an area still largely unexplored, is essential for effective
development of wheel-related measures. This paper introduces a method for
measuring surface pressure on a wheel rim and adjacent body areas both across the
whole area and transiently during driving and wind tunnel tests using Fast-Response
Pressure Sensitive Paint (PSP). The experimental setup is detailed, covering
components, paint characterization, the calibration method using pressure taps, and
initial wind tunnel tests at 140 kph using a Volkswagen ID.7 production vehicle with
stationary wheels. Measurements are conducted with a high-speed camera at 4000 fps
using the intensity-based method with a continuous light source. Results include time-
averaged and frequency information, demonstrating the method's capability to capture
dynamic pressure distributions. Compared to traditional techniques, PSP offers
significant advantages such as high spatial resolution and the elimination of the need
for sensors on fast-rotating parts. These findings open new possibilities for
understanding flow dynamics around tires, also providing valuable information for
improving Computational Fluid Dynamics (CFD) simulations and ground simulation
in wind tunnels. Future measurements will focus on rotating wheels in wind tunnel
and on-road tests.
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1 Introduction

In the automotive industry, increasing environmental awareness, growing demand for
electric vehicles with extended range, and stricter regulatory requirements have
shifted the focus towards improving vehicle efficiency, particularly by reducing
aerodynamic drag coefficients. Since the airflow around the wheels accounts for
approximately 20 — 30 % of the aerodynamic drag of an electric vehicle [1], there is
a strong emphasis on gaining a deeper understanding of the flow phenomena around
wheels and wheel housings. Due to the rotation and complex geometries (tire tread,
rim), accurately capturing these flow phenomena is a complex measurement
challenge. Additionally, replicating road-like flow conditions around the wheels in
wind tunnels is difficult, especially near the ground. Modern automotive wind tunnels
are therefore typically equipped with five-belt systems that simulate ground
movement and wheel rotation.

This paper aims to establish a foundation for measuring surface pressures on wheels
and adjacent body areas both on the road and in the wind tunnel. The goal is to gain
deeper insights into the flow structures around the wheels and to evaluate how closely
ground simulation in wind tunnels replicates real road conditions.

Previous studies [2] have for example identified frequencies in the vehicle wake that
are attributed to the interaction between wheel rotation and the number of rim spokes.
Numerous other works have focused on measuring flow fields around wheels in wind
tunnels [1, 3, 4]. These studies revealed that wind tunnel ground simulation, for
example through gap flows, influences flow structures around the wheels. However,
to the authors’ knowledge, surface pressures on rotating rims have not yet been
measured, an approach that could provide even deeper insights into the flow field.

To address this gap and achieve a more precise understanding of the flow around rims,
this study focuses on developing a measurement methodology capable of capturing
high-resolution, time-resolved surface pressures on rims and surrounding body areas.
Hilfer [5] demonstrated that pressure fluctuations can be measured on rotating
geometries using pressure-sensitive paint. This technique is now being applied to
passenger car wheels. Additionally, PSP was previously explored in automotive
applications [6], finding it to be a very useful tool for flow diagnostics with an
accuracy of + 0.2 ¢, (at high dynamic pressures between 1914 Pa and 2872 Pa). It
is indicated, that for lower dynamic pressures, only qualitative measurements can be
conducted. In collaboration with the Institute of Fluid Mechanics at TU
Braunschweig, papers by Gregory [7] and Kasai [8] were identified, describing a paint
capable of resolving small pressure differences of 30 Pa per brightness level and
performing high-frequency measurements up to 2.2 kHz using a 12 bit high-speed
camera. Building on that, it is the goal to be able to conduct quantitative measurements
also for dynamic pressures around 930 Pa, corresponding to a freestream velocity of
140 kph. Based on simulation results indicating expected pressure ranges between
—1200 Pa and 200 Pa in the wheel area, this paint was selected. The basis for the
setup used in this work was laid in the master’s thesis of Andreas Sieling [9].
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2 Development of the Measurement Setup

The development of the setup for pressure-sensitive paint (PSP) measurements
focused on ensuring usability both in wind tunnel and on-road tests, while delivering
comparable data across both environments. Additionally, the setup should allow
measurements at both the front and rear axles.

The measurement setup for PSP includes the paint itself, a high-speed camera, and
UV LED spotlights. Both the camera and the UV LEDs must be directed at the surface
coated with PSP. Accordingly, a setup was developed that enables both the high-speed
camera and UV LED spotlights to be aimed at the wheel rim and adjacent body areas.
The development process of this setup is described in the following sections.

2.1 Test Vehicle and Test Facility

The test vehicle used is a Volkswagen ID.7 (see Figure 1). The vehicle is equipped
with 19-inch wheels. For the principle tests described in this paper, a 4 mm thick
carbon disc was mounted on the front left rim to simplify the geometry.

Figure 1: ID.7 in the AAK.

The experimental investigations were conducted in the Aerodynamics-Aeroacoustics
Wind Tunnel (AAK) located in Wolfsburg. The facility is a Gottingen-type
aerodynamic wind tunnel specifically designed for full-scale vehicle testing. It
features an open test section with a rectangular nozzle cross-section measuring
6.2m X 3.86 m, corresponding to a cross-sectional area of 23.87 m?. The maximum
flow velocity used during the experiments was 140 kph, which corresponds to a
Reynolds number of approximately 1.31 x 107 for a vehicle length of 4.96 m. The
flow quality in the measurement section is characterized by a turbulence intensity of
less than 0.2 % [10].

To realistically simulate road conditions, the wind tunnel is equipped with a 5-belt
system. The central main belt (CMB) beneath the vehicle replicates the relative
movement of the road, while four additional wheel drive units (WDU) under each
wheel enable correct wheel rotation. Measurements were carried out at a constant air
temperature of 22 °C and an ambient pressure of 101007 hPa.
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2.2 Measurement Setup Concept

The measurement setup is designed to enable data acquisition at both the front and
rear axles. Additionally, it aims to capture flow information upstream and downstream
of the wheel, as well as directly on the rim surface. The basic concept of a setup that
fulfills these requirements is illustrated schematically for the front axle in Figure 2.
The same configuration is intended to be used at the rear axle as well, although the
measurements in this study are exclusively conducted at the front axle.

Figure 2: Concept of the measurement setup enabling PSP testing on the road.

The illustrated concept consists of a modular structure comprising a support wing and
a measurement pod, allowing for quick installation and removal. The setup can be
mounted either in the engine compartment or behind the rear seat. The measurement
pod is designed to house both the UV LED spotlights and the high-speed camera. To
minimize the frontal area of the pod, the camera is installed longitudinally, and its
field of view is redirected via a mirror.

2.3 Design of Support Arm and Measurement Pod

Several factors were considered when determining the distance between the
measurement pod and the vehicle, particularly the influence on the airflow around the
wheels, which decreases with increasing distance to the vehicle, as well as the torque
acting on the vehicle and the measurement pod’s proximity to the shear layer of the
wind tunnel. In its final configuration, the distance is set to 1100 mm. To minimize
aerodynamic interference and reduce vibrations in the measurement pod and support
arm, both components were covered with streamlined bodies.
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The aerodynamic influence of the setup was also evaluated using CFD simulations
(see Figure 3). The results show that while the setup does affect the static pressure
field on the vehicle and the rim, especially around the support wing, the pressure
difference on the rim and in the upstream and downstream regions is altered by a
maximum of Ac, = +0.02.

Ac,

Figure 3: Difference in Ac, between a CFD simulation with and without the support
wing and measurement pod.

2.4 Optics

Inside the measurement pod, the camera and its optics are installed. The camera
records at 4000 fps with an exposure time of 247 us and a 12 bit resolution (4096
brightness levels). Accordingly, one brightness level corresponds to a normalized
intensity of 2.44 X 10™*. Combined with the paint’s pressure sensitivity of
0.08 % / 100 Pa, this results in a pressure resolution of approximately 30 Pa per
brightness level of the camera. A bandpass filter with a peak transmission at 650 nm
is mounted in front of the lens. This ensures that the camera captures only the light
emitted by the paint (650 nm). To ensure that the light illuminating the paint
originates solely from the LED spotlights (395 nm), bandpass filter glasses are also
placed in front of the spotlights, selected for peak transmission at 395 nm.

2.5 Spotlights

For the UV LED spotlights aimed at the measurement area, key requirements include
sufficient light output, uniform illumination, and consistent light quality to prevent
interference frequencies from being captured by the camera, which could negatively
influence unsteady measurement results. To ensure adequate lighting and uniform
coverage, four spotlights are positioned to illuminate the measurement area. During
reference recordings, where only the UV LED spotlights are active, a frequency
analysis using FFT was performed to assess the influence of the spotlights on the
measurement results. The resulting amplitudes are plotted against their corresponding
frequencies in Figure 4. The analysis shows that the baseline noise generated by the
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LED spotlights is below 0.5 x 10~*, which is five times lower than the resolution
threshold (red line in Figure 4).

Figure 4: FFT analysis of the UV LED spotlights during a reference measurement.
Red line marks normalized intensity of one camera brightness level.

2.6 Wall Pressure Taps

To calibrate the PSP measurements, which only provide relative pressure changes,
against absolute values, wall pressure taps are distributed across the wheel arch. The
pressure taps, each with a diameter of 0.8 mm, are connected to the pressure
measurement system via vinyl tubing.

2.7 Complete Setup

All these components were assembled for the measurements. The complete setup is
shown in Figure 5.

Figure 5: ID.7 in the AAK including measurement equipment.
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In the right image, the Plexiglas window through which the camera views the
measurement area is visible in the center of the pod. Surrounding the window are the
four UV LED spotlights. When these are switched on and the wind tunnel lighting is
turned off, the setup appears as shown in Figure 6.

Figure 6: Setup in the AAK with activated UV LED spotlights.

3 Experimental Method

The following section describes the experimental procedure for conducting and
evaluating the measurements. First, the test sequence is outlined, followed by the
methodology used to analyze the PSP measurements.

3.1 Test Procedure

Once the vehicle is positioned in the wind tunnel as shown in Figure 5, the procedure
is as follows: After the airflow velocity reaches 140 kph, pressure measurements via
wall pressure taps are initiated, the LED spotlights are switched on, and the camera is
triggered to record the measurement (4000 fps, 247 ps exposure time, 4096 frames).
After recording, the LED spotlights are turned off and the pressure measurement via
taps is stopped. The acquired frames are then saved. It must also be ensured that a
reference measurement is recorded under known ambient conditions, which allows
the actual frames to be corrected for disturbances such as uneven illumination. For the
scope of this paper, all measurements are conducted with stationary wheels.

3.2 Evaluation Method for Pressure-Sensitive Paint

A representative raw image from a recorded measurement is shown in Figure 7. It
illustrates that the camera captures only the light emitted from the painted surface, as
intended. The following describes the methodology for converting the measurement
data into a time-averaged pressure field, followed by the approach used to evaluate
initial unsteady results.
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Figure 7: Raw image from the PSP measurement.

To obtain the time-averaged pressure field, all frames are aligned, so there is no frame-
to-frame movement. Then, both the measurement and reference frames are time-
averaged and the measurement is normalized, resulting in a normalized intensity
distribution. This distribution is scaled using the time-averaged values from the wall
pressure taps (in situ and interea calibration), producing a spatially resolved, time-
averaged pressure field. To extract unsteady pressure information, each frame of the
measurement is normalized individually. The entire frame-wise normalized
measurement is then analyzed using FFT (Fast Fourier Transform). This yields
frequency maps, which can be evaluated for each frequency of interest (up to 2000 Hz
at 4000 fps). These maps allow the identification of vortex footprints via regions of
elevated amplitude, and the assignment of corresponding frequencies to the vortices.

4 Results and Analysis

The following section presents and analyzes the results obtained from the PSP
measurements. For scaling and validation purposes, the time-averaged pressures from
the wall pressure taps are used. Additionally, simulations (Volkswagen standard setup
[11]) are conducted to compare with the experimental results. These simulations are
briefly described below.

4.1 CFD-Simulation

In Figure 8 a), the separation zones around the ID.7, including the measurement setup,
are identified via CFD simulation. Notable features include the separation at the air
curtain (1), the tire wake vortex (2), vortices detaching at the wheel spoiler (3) and
(4), and vortices occurring in the upper region of the wheel and wheel housing (5) and
(6). In the time-averaged static pressure field shown in Figure 8 b), the footprints of
vortices (2), (4), (6), and (7) are particularly visible. These will now be compared with
the PSP measurements.
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a) b)

Figure 8: a) Separation zones around the ID.7 with stationary wheels and discs
mounted on the rims. b) Static pressure field (both CFD simulations).

4.2 PSP Measurements

The evaluation of the PSP measurements is divided into time-averaged (steady) and
unsteady results. The analysis of the time-averaged images follows the procedure
described in Section 3.2. The normalized intensity field is scaled using the pressure
values from the wall pressure taps. The linear fit used for this scaling is shown in
Figure 9, indicating a pressure sensitivity of 0.17 % / 100 Pa. This implies that one
brightness level of the camera corresponds to a pressure change of approximately
15 Pa.

Figure 9 : Linear fit between the static pressure from wall pressure tap
measurements and the corresponding normalized light intensity.
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The resulting time-averaged static pressure field is shown in Figure 10, with the wall
pressure tap values marked (black-bordered points). It is evident that the pressure field
measured via PSP closely matches the values obtained from the wall pressure taps.
The maximum deviation between a tap and its corresponding PSP value is
approximately 50 Pa, which corresponds to a Ac,, of about 0.05.

Figure 10: Time-averaged, static pressure field from the pressure-sensitive paint
measurement.

When compared to the pressure field from the CFD simulation, key features such as
the acceleration of the flow around the wing profile in the upper image area (8), the
stagnation pressure region in front of the wing (9), and the low-pressure zone on the
edge of the wheel arch to the left of the wheel center (10) show good agreement. The
pressure distribution along the wheel arch, moving clockwise, is also comparable,
although the exact positions of individual vortex footprints differ slightly between the
measurement and simulation. Comparing these vortex footprints reveals that the
separation zone around the air curtain (1) is more present in the experiment than in
the simulation. Additionally, the separation caused by vortex (6) appears spatially
lower in the experiment, and the footprint of vortex (7) is more distinct and extends
further downward. These experimental findings on the wheel arch are supported by
the wall pressure taps, which align with the PSP intensity gradients. On the disc,
another difference between simulation and experiment is observed: while the footprint
of vortex (4) is more prominent in the simulation, vortex (3) appears stronger in the
experimental data. The origin of these discrepancies is currently unclear and will be
the subject of future investigations.

This section focuses on pressure fluctuations to identify vortex footprints and their
associated frequencies on the body and disc. As examples, Figure 11 a) shows a region
on the body fluctuating at 36 — 37 Hz, and Figure 11 b) shows a region on the disc
fluctuating at 23 — 24 Hz, demonstrating the setup’s capability to detect such
phenomena. At 36 — 37 Hz, a separation is observed in the upper right area of the
wheel arch, likely corresponding to vortex (5), assigning it this frequency. At 23 —
24 Hz, a region of fluctuating pressure is found in the lower right area of the disc,
presumably caused by reattachment of flow that separates at the lower front edge of
the tire. Detailed evaluations of these phenomena will be addressed in future work.
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The yellow areas in the outer body regions in both images (a + b) show a broadband
camera noise across all frequencies due to the decrease in signal intensity towards the
outer regions.

a) b)

Figure 11: Frequency maps from the PSP measurements:
(a) 36 — 37 Hz and b) 23 — 24 Hz.

5 Summary and Outlook

This paper presents a measurement setup that enables the use of pressure-sensitive
paint (PSP) to measure surface pressures on the rims of rotating wheels and adjacent
body areas of a passenger car, both in wind tunnel and on-road tests. Furthermore, it
includes initial evaluated principle measurements with stationary wheels, where a disc
was mounted on the rim to simplify the geometry. The PSP was applied to this disc
and the surrounding body surfaces.

In summary, the successful use of fast-response PSP in our setup was demonstrated,
which opens new possibilities for spatially resolved, time-averaged, and unsteady
surface pressure measurements. The accuracy of these initial principle tests was
evaluated both qualitatively and quantitatively, with maximum deviations of 50 Pa
between wall pressure taps and PSP measurements, which corresponds to Ac, =
+0.05 for dynamic pressures of approximately 930 Pa. It was shown that PSP can be
used not only to measure averaged pressure fields but also to capture unsteady
pressure fluctuations, allowing the assignment of frequencies to individual flow
structures.

Future work will focus on measurements with rotating wheels to gain detailed insights
into surface pressures on the rims and adjacent body areas, both averaged and time-
resolved. Building on this, measurements will be conducted in both wind tunnel and
road environments to identify, understand, and evaluate differences caused by ground
simulation using five-belt systems. Furthermore, this promises high-quality data to
further improve CFD simulations.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal
Management
15 — 16 October 2025 | Leinfelden-Echterdingen



6 Reference list

[1] J. Hurlbrink, ,,Analyse der aerodynamischen Verlustmechanismen der
Radhausstromung von Pkw und Entwicklung von MaBnahmen zur
Luftwiderstandsreduktion,* 2022.

[2] Kriiger, L., Joksimovic, 1., Wegt, S., Burgbacher, J. et al., “Influence of Wheel
Wake on Vehicle Aerodynamics: An EddyResolving Simulation Study,” SAE
Technical Paper 2023-01-0842, 2023, doi:10.4271/2023-01-0842.

[3] D. Mollenbeck, A. Fischer und H. Schmidt, ,,Impact of Wheel Drive Unit
Secondary Flows on the Aerodynamics of Passenger Cars,* (2024), In: Kulzer,
A.C., Reuss, HC., Wagner, A. (eds) 2024 Stuttgart International Symposium
on Automotive and Engine Technology. ISSYM 2024. Proceedings. Springer
Vieweg, Wiesbaden. https://doi.org/10.1007/978-3-658-45018-2 3.

[4] E. Josefsson, M. Urquhart und S. Sebben, Influence of Wheel Drive Unit Belt
Width on the Aerodynamics of Passenger Vehicles, SAE Technical Paper
2023-01-0657, 2023, https://doi.org/10.4271/2023-01-0657.

[5] M. Hilfer, M. Behn, C. Klein, T. Ahlefeldt, U. Tapken, L. Katzenmeier, L.
Koop und L. Enghardt, ,,Near-field measurements of stationary and rotating in-
duct sound sources with pressure  sensitive  paint,” 2022,
https://doi.org/10.2514/6.2022-3056.

[6] E. Duell, D. Everstine, R. Mehta, J. Bell und M. Perry, ,,Pressure-Sensitive
Paint Technology Applied to Low-Speed Automotive Testing,“ SAE
International, 2001.

[7] J. W. Gregory, H. Sakaue, T. Liu und J. P. Sullivan, ,,Fast Pressure-Sensitive
Paint for Flow and Acoustic Diagnostics,” Annual Review of Fluid Mechanics,
2014, doi: 10.1146/annurev-fluid-010313-141304.

[8] M. Kasai, A. Suzuki, Y. Egami, T. Nonomura und K. Asali, ,,A platinum-based
fast-response pressure-sensitive paint containing hydrophobic titanium
dioxide," Sensors and Actuators A: Physical, 2023,
https://doi.org/10.1016/j.sna.2022.114140.

[9] A. Sieling, ,,Entwicklung einer Messmethode zur instationdren Messung des
Druckfeldes auf einer rotierenden Felge und dem angrenzenden
Karosseriebereich im Windkanal- und Freifahrtversuch,* 2025.

[10] TUV NORD Mobilitit GmbH und Co. KG, ,,Inspection of measuring and test
equipment Aerodynamik-Aeroakustik-Kanal (AAK) at Volkswagen AG
Wolfsburg,* 2023.

[11] J. M. Hiibner, M. Hihnel, S. Dr. Lange und M. Lemke, ,,Computational Method
to Determine the Cooling Airflow Utilization Ratio of Passenger Cars
Considering Component Deformation,” SAE Technical Paper 2024-01-2975,
2024, doi:10.4271/2024-01-2975.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal
Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Efficient Hybrid Approach for Vehicle Soiling Simulations

MSc, K. Posch

Advanced Engineering
Magna Steyr Fahrzeugtechnik GmbH & Co KG
Liebenauer Hauptstra3e 317, 8041 Graz

kevin.poschl(@magna.com

Abstract:

Vehicle soiling refers to the accumulation of water, snow, or other
contaminants on the surface of a vehicle. Vehicle soiling does not only
impact appearance — in fact it can considerably impede safety, for example
when the visibility of the exterior rearview mirror is obstructed. Soiling
can also have a huge negative impact on the function of sensors resulting
in severe impairments or even complete failure of Advanced Driver
Assistance Systems (ADAS). Up till now, simulations for soiling were too
time-consuming, expensive or inaccurate to be applied to a vehicle
project. Soiling tests in the wind tunnel can be performed only at a very
late stage of development after initial prototypes of the complete vehicle
are available. In an aerodynamic development process that was developed
over many years, Magna has integrated new approaches that combine
simulations and tests to tackle challenges of the vehicle’s passenger safety
and system safety successfully. A hybrid simulation approach was
deployed to optimize costs and development time while concurrently
facilitating a stable basis for vehicle and system functions in complete
vehicle development.

1 Simulation of complete vehicle soiling

In complete vehicle development, a differentiation is made when it comes to cause
between foreign soiling and soiling caused by the vehicle itself (self-soiling) as is
shown in Figure 1. Dirt whirled up by vehicles driving in front as well as snow and
rain come under the category of foreign soiling. Self-soiling refers to dirt or
precipitation whirled up by the vehicle itself. This differentiation is taken into
consideration in the newly developed simulation process and modeled as realistically
as possible.
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Figure 1: Vehicle areas affected by self-soiling (green) and foreign soiling (blue)

Water is used as a medium for soiling in these investigations. Just like in a wind tunnel
test, a matrix of injectors in front of the vehicle is modeled in the simulation of foreign
soiling to bring a defined quantity of water into the flow field and distribute it evenly.
Modeling the wheel as the source for self-soiling is far more complex. Magna has
developed a model for this based on the geometric data of the tire and data from
measurements [1, 2] and calculates the mass ratios of different injection areas,
injection speed, injection direction and distribution of the diameters of drops at each
injection position. To model the trajectories of airborne water drops, this data is used
for the injection of Lagrangian particles in the Simcenter Star-CCM+ simulation
software. It models the drops as point masses, which are computationally efficient and
robust. To validate the model, measurements done by Spruf3 [3] were used. Figure 2
shows a good match between the model and soiling tests in a wind tunnel.

Figure 2: Modelling of the simulation (top) and comparison between simulation and
experiment (bottom)
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The modeled injectors are integrated in the vehicle aerodynamics simulation. This
detailed simulation contains around 200 million cells in which the flow in the
boundary layer is tracked accurately using the low Y+ approach and a Detached Eddy
Simulation (DES) turbulence model. For the simulation of the soiling, it is essential
that the areas close to the wall are tracked as exactly as possible. The injected
Lagrangian phase is connected with the Euler phase by a one-way coupling, i.e. the
air is not influenced by particles. According to Sommerfeld et al. [4], this
simplification is acceptable up to a volume fraction of 1*10-6. In tandem with the
aerodynamic forces and momentums, the soiling of the complete vehicle can also be
calculated. This increases the simulation time by only 25 %. During the simulation, it
is recorded where and how many particles hit the area on average; this in turn allows
for calculating the average incident mass flux field across the complete vehicle, Figure
1Figure 3.

Figure 3: Average mass flux distribution on the body due to self-soiling and foreign
soiling.

The slight additional effort makes it possible to compare different variants quickly
and easily. Based on these simulation results, the positioning of sensors and cameras
can be decided in early project phases, the soiling rate of the rear window and rear
lights can be optimized and the side wall and door handle soiling assessed. A huge
advantage of the simulation compared to real measurements is the opportunity to do
a detailed soiling analysis. By tracking the trajectories of Lagrangian particles the
source of the soiling can be determined. This creates a clear trajectory along which
measures to improve the resulting pollution can be derived. Moreover, the simulation
provides a basis for deciding on what areas a detailed study of the vehicle soiling
should be done.
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2 Detailed study in the submodel

To analyze the soiling of specific areas in greater detail, submodels are used which
use the information gained from the soiling simulation of the complete vehicle and
are roughly ten times samller. To illustrate this, the soiling of the side mirror and how
it affects the resultant soiling of the side window are considered as an example. The
degree of modeling must be significantly increased for these detailed examinations.
In addition to the Lagrangian particles/phase and the air as Euler phase from the
simulation of the complete vehicle, two more Euler phases are added in the submodel,
depicting the water based on different approaches. The first is the fluid film model, a
2-D approximation of wall-bound water [5]. This model is useful in places where the
water drops or water films on the surface are small compared to the geometric form
of the body. Studies performed at Magna showed that this model provides good results
for slightly curved surfaces and, if additional models are used to describe the
detachment, also for sharp convex edges. For strong curves, for example the rear edge
of a side mirror, the approximations of the fluid film model are no longer valid [6].
The second model is used in these areas: The so-called Volume of Fluid model depicts
the flow characteristics of the water far more accurately than the fluid film model,
thus providing better results. However, this advantage means heightened requirements
for the mesh, smaller time steps and thus a greater calculation effort [7]. A typical side
mirror soiling simulation needs around 130000 CPUh to simulate 3s of physical time.
The four phases presented together constitute a hybrid simulation approach for solving
the complex problem of vehicle soiling as efficiently as possible. This is necessary
especially because the iteration cycles are short in the early phases of vehicle
development. In addition to the phases, the contact angle of the surface must be taken
into consideration. It determines how a surface is wetted by the water and depends a
greatly on the material. Especially in concept development, this parameter is still
unknown. During this phase, Magna relies on its experience to choose the right values.
The trajectory of a water drop on a side mirror is simulated in the hybrid approach as
follows: Initially the drop is injected in the submodel as a Lagrangian particle. When
the drop hits the surface of the side mirror, several scenarios may occur. The drop can
adhere completely to the surface; it may splashes on the surface, partially adhere to
the surface and bounce off as smaller droplets; or it bounces off completely. Drops
that bounce off can then hit the side window or fly out of the submodel’s domain.
Drops that adhere to the surface are transformed into a fluid film. On slightly curved
surfaces, the drop then flows along the side mirror until it hits a zone where it must
be transformed in the Volume of Fluid model. This usually takes place on the rear end
of the side mirror. If the drop does not flow back in a fluid film zone and is transformed
back, it often accumulates with several drops at the back edge, until the water detaches
from the side mirror. After drops have completely detached from the mirror, they are
transformed into Lagrangian particles again. From there, the drops then follow the air
flow again until they either hit a surface again or fly out of the calculation domain.
Figure 4 shows what the phases look like in the simulation.
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Figure 4:The simulated path of the water on the side mirror is shown on the left. The
pattern of couplings and combinations in the hybrid simulation approach is depicted
on the right.

With this simulation, local water accumulations and their detachment can be predicted
accurately, different geometrical variants can be compared with each other, and risks
detected. This provides a good basis for the optimization of soiling behavior. The
differences between the variants, for example in the side mirror housing geometry,
can be analyzed based on objective factors and thus be analyzed qualitatively. The
focus here is on the analysis of the mirror glass and the core areas of the side window.
Figure 5 shows the good match of the simulation results with real tests in the soiling
wind tunnel. As in the real test, the water accumulates at the rear area of the side
mirror and behind the parking assistant camera at the bottom (marked with green
circle), flows to the bottom and detaches at the bottom edge of the mirror housing
(marked with red ellipse). The soiling of the side window by the splash and spry from
the side mirror also matches the real test.

Figure 5: Top: Simulation and test results of side mirror and side window soiling.
Bottom: Simulation and test superimposed.
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3 Summery and outlook

The complete vehicle simulation presented here offers a good overview of the critical
areas of soiling entailing little additional effort in the standard aerodynamics
simulation. The multistage simulation process that was developed uses detailed
submodels where detailed examination is necessary and simple modeling methods are
no longer accurate enough. With this hybrid simulation, Magna has developed an
approach that meets the requirements for state-of-the-art vehicle development with
respect to quality, time and costs. The virtual development via simulation is supported
by wind tunnel tests over various hardware generations. Thus, Magna can develop not
only the traditional areas for keeping visibility clear — such as for the side window,
side mirror and rear window — but also for side walls, doors, handles, rear lights,
ADAS sensors, for example, on the complete vehicle. Thus, development risks
continue to be minimized and key functions such as aerodynamics, aeroacoustics and
soiling are optimally balanced. The hybrid simulation approach presented here has
become possible in recent years because computing power has vastly increased, and
new modeling methods have been developed. Yet not all soiling topics can be
simulated at present. The simulation of the overflow of the A-pillar as a major cause
of side window soiling cannot be done in a reasonable time frame with the method
described here. Just how complex such simulations are was shown by Demel [8]. The
transition from the traditional, mesh based computational fluid dynamics simulation
to the smoothed particle hydrodynamics method might be a possible alternative here.
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Abstract: Rainfall is one of the most prevalent environmental challenges
for road vehicles, impacting visibility and sensor performance. As
automated features become standard in modern vehicles, ensuring sensor
reliability in adverse weather is more critical than ever. Climatic wind
tunnels provide controlled environments for vehicle soiling and sensor
studies, but traditional spray nozzle systems lack independent control over
rain characteristics, limiting their ability to replicate realistic rain
conditions. Sensors such as cameras and LiDARs are highly sensitive to
these parameters, requiring precise and repeatable testing for real-world
validation. This paper presents a novel rain simulation system, the
Vectorized Rain Simulation Apparatus (VeRSA), developed at Ontario
Tech’s ACE Climatic Aerodynamic Wind Tunnel. It employs vectorized
water injection and controlled droplet dynamics to generate realistic rain
conditions that can be characterized, repeated, and benchmarked.
Demonstrations are provided through rain characterization, perception
testing of cameras and LiDARs, and early-stage UV dye tracing for
vehicle soiling analysis. By overcoming the limitations of traditional
systems, VeRSA significantly enhances realism, supporting both
academic research and commercial testing. This integrated approach
marks a milestone in advancing weather-resilient ADAS and autonomous
vehicle development.
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1 Introduction

The role of climatic wind tunnels in realistic soiling evaluation

Understanding how vehicles perform under real-world environmental conditions is
critical, especially when it comes to visibility and sensor reliability. That’s where
climatic wind tunnel testing plays a key role. By simulating both aerodynamic forces
and perceived precipitation, these facilities allow engineers and researchers to analyze
how rain, spray, and dirt accumulate on vehicle surfaces — a process known as vehicle
soiling.

There are three main ways soiling occurs, shown in Figure 1: primary soiling from
precipitation, secondary soiling from spray generated by nearby traffic, and self-
soiling from the vehicle’s own tires on wet roads. Each type introduces unique
challenges, particularly for ADAS and autonomous sensors that depend on clear,
unobstructed views to operate effectively.

Climatic wind tunnels allow engineers to simulate and control a wide range of
conditions — from droplet size and precipitation density and intensity. This capability
makes it possible to evaluate vehicle and sensor performance under repeatable,
realistic conditions, ultimately helping manufacturers design vehicles that stay
cleaner, safer, and smarter on the road.

Figure 1: Schematic demonstration of vehicle and sensor soiling.

Why sensor testing in weather matters

Autonomous vehicles rely on a network of sensors to interpret their surroundings and
make real-time driving decisions [1]. However, weather conditions can severely
impact sensor accuracy and system performance. Cameras and LiDARs are highly
sensitive to individual raindrops and water streaks; RADARSs and ultrasonic sensors
are more affected by snow and ice buildup. When any of these systems are impaired,
so are crucial functions like collision avoidance, adaptive cruise control, lane-
centering, and auto-steering. That’s why it is essential to test these systems in
controlled yet realistic conditions, ensuring they perform reliably, not just in perfect
weather, but in rain, fog, and snow as well.
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Meeting the demands of full autonomy

As industry moves closer to SAE Level 5 autonomy [2], the margin for error narrows.
Weather remains one of the most complex variables to solve. To ensure consistent
sensor performance, manufacturers must go beyond traditional testing approaches and
adopt repeatable methodologies that replicate adverse weather scenarios.

Several testing methods have emerged, ranging from real-world driving to indoor
simulation. While field testing provides valuable insights, it is time-consuming and
vulnerable to unpredictable variables like wind gusts or sun glare. Outdoor proving
grounds face similar limitations. This is where climatic wind tunnels offer a distinct
advantage, allowing precise manipulation of wind, droplet size, and intensity,
providing a faster and more consistent path toward validating autonomous systems for
all-weather performance.

Evolving beyond traditional methods

Climatic wind tunnels have been in use since the mid-20" century, originally focused
on simulating rain for aircraft wings, buildings, turbines, and vehicles. But today, the
goal has shifted: it is no longer just about measuring water exposure, it is about
understanding how rain affects sensor perception. Here, droplet size distribution
becomes critical. For instance, tire spray and light rain may have similar overall
intensity, but they affect visibility very differently due to the size, shape, and impact
area of individual droplets. These characteristics must be captured accurately to reflect
real-world driving conditions.

The challenge of creating realistic rain

Simulating rain in a climatic wind tunnel isn’t simple. Several types of rain systems
are commonly used, each with strengths and limitations: spray nozzle systems can
cover large areas, but often produce excessively fine droplets at higher pressures,
making them better suited for secondary soiling studies. Sprinkler systems suffer from
significant pressure loss and lack fine control over droplet size and flow rate, making
them less ideal for consistent sensor testing. Drop former systems create larger and
more realistic droplets at lower pressures but often require heavy overhead reservoirs
with limited adjustability.

As the demands of autonomous vehicle development continue to grow, so does the
need for greater precision and adaptability in rain simulation systems. Addressing
these challenges means rethinking how rain studies should be carried out.

Advancing ADAS sensor testing — toward industry benchmarking

To meet these challenges, this paper presents advanced methodologies and
improvements to rain study strategies, offering a more robust and realistic framework
for testing perception systems in climatic wind tunnels. As part of this contribution,
the paper benchmarks best practices for sensor testing in wind tunnels, setting a new
standard for evaluating environmental impact on vehicle perception. These
advancements lay the groundwork for more weather-resilient, perception-aware
vehicles, accelerating progress toward safe and reliable autonomy in all driving
conditions.
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2 Background Work

Proven methodology for sensor testing in controlled environments

Over the past several development cycles, we have established and refined a wind
tunnel-based testing methodology tailored specifically for ADAS and autonomous
vehicle sensor evaluation [3]. This work has laid key milestones in the field,
combining academic rigor with real-world application to address the growing need for
weather-resilient perception systems. There are two core components to this
methodology: (1) realistic rain simulation and (2) representative sensor evaluation.
This framework has been successfully applied in a number of studies, at the ACE
Climatic Aerodynamic Wind Tunnel, focused on sensor soiling, visibility
degradation, and performance loss, offering a robust platform for evaluating
perception systems across a broad spectrum of use cases.

Bridging outdoor rainfall and controlled testing

To effectively design wind tunnel rain testing conditions, several fundamental
questions must be answered — how much rain does a moving vehicle encounter? What
are the characteristics of the rain events? — These questions form the basis of what we
refer to as perceived precipitation, that is the rainfall conditions experienced by the
vehicle as it moves through the environment, rather than simply what falls from the
sky. Recreating this perceived precipitation accurately in a controlled environment is
essential to producing realistic sensor soiling and performance outcomes.

To support the design of realistic and consistent wind tunnel rain conditions, a
perceived precipitation intensity model was developed. This model was built using
outdoor validation experiments, combining both dynamic on-vehicle measurements
and static reference data from weather towers [4]. The model helps translate real-
world rainfall conditions into wind tunnel parameters, considering driving speed,
surface orientation and geometry, droplet size distribution, and crosswinds,
demonstrated in Figure 2. Representative rain categories — drizzle, light, moderate,
heavy, and downpour — were defined based on field data.

Figure 2: Schematic demonstration of perceived precipitation.
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Evaluating sensor soiling and performance in wind tunnel testing

The rain testing methodology developed in our wind tunnel is designed to be scalable
and flexible, ranging from sensor-level studies to full-vehicle evaluations with
integrated ADAS systems. To quantify performance under rain exposure, we
established a suite of objective metrics, tailored to both camera and LiDAR sensors.

A theoretical model was developed to estimate performance degradation based on
incoming raindrop size distributions and surface wettability characteristics [5]. This
model supports interpretation of experimental results by linking physical parameters
to sensor behaviour.

With repeatable, and realistic rain testing capabilities, the test platform enables a
variety of parametric studies, including the effect of surface materials on soiling [6],
the evaluation of soiling mitigation strategies [7], and even sensor data training under
controlled environmental variation [8]. Representative results from these studies are
shown in Figure 3.

Figure 3: Sensor response varies by surface material in wet conditions.

The overall procedure for conducting ADAS sensor testing in the climatic wind tunnel
includes:

1. Selection and calibration of the desired rain condition (based on perceived
precipitation model);

2. Application of these calibrated rain profiles onto the vehicle or sensor setup;

3. Recording and analysis of the resulting sensor data.
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Further advancements in methodology are discussed in Sections 3 and 4, including
expanded rain characterization, integration with moving targets, and development of
more advanced testing strategies for sensor evaluation. With growing understanding
of both multiphase aerodynamics and sensor-environment interactions, we have
broadened our wind tunnel testing capabilities to capture more realistic and complex
driving scenarios, such as dynamic camera tracking and LiDAR target discrimination
in adverse weather.

The following sections present a full-tunnel rain characterization and highlight
practical examples of vehicle soiling and sensor performance evaluation for camera
and LiDAR sensors under primary, secondary, and self-soiling conditions.

3 Full Tunnel Rain Characterization

The ACE Climatic Aerodynamic Wind Tunnel is equipped with the Vectorized Rain
Simulation Apparatus (VeRSA), a system designed to reproduce realistic precipitation
in both vertical and horizontal orientations. The “Ve” in VeRSA highlights the
flexibility of this approach, where vertical rain can be combined with horizontal
injection to recreate complex weather conditions that vehicles encounter on the road.
Together, these systems make it possible to move beyond simplified water spray and
deliver controlled, quantifiable rainfall for sensor testing and vehicle development.
Figure 4 illustrates the vertical and horizontal rain system in operation, showing
rainfall interaction with both the Laser Precipitation Monitor (LPM) and a vehicle
positioned in the test section.

Figure 4: Vertical and horizontal rain system demonstration, with LPM and vehicle.
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A full characterization of the rain system has been conducted in the jet symmetry
plane, where y = 0 at the tunnel centreline. For the vertical rain configuration,
parameters such as nozzle spacing, vertical and horizontal positioning, and flow rate
were evaluated. For the horizontal rain configuration, nozzle selection, flow rate, and
bar positioning at the nozzle exit plane were assessed. Representative results from
these tests are shown in the performance envelopes of intensity and droplet size
distribution at 50 km/h, providing a clear picture of how the system can be tuned to
match desired conditions, presented in Figure 5.

Figure 5: Rain characterization result samples at y = 0 symmetry plane, 50 km/h
wind speed, presenting top left: vertical rain system intensity; top right: D3 o (mm);
bottom left: horizontal rain system intensity; and bottom right: D3 o (mm).

The vertical system shows strong sensitivity to distance between the nozzle plane and
the vehicle. This allows flexible positioning: shifting the vehicle one metre further
downstream, for example, can be matched by moving the nozzle plane the same
amount, maintaining consistent rain delivery while also opening space for additional
equipment such as sensor targets. The horizontal system, in contrast, produces highly
uniform droplet size characteristics across the flow field. Because the nozzles are
mounted directly at the exit plane, the test vehicle can be positioned precisely where
the target rainfall profile is achieved. This combination of adaptability and
repeatability makes VeRSA a powerful tool for tailoring rain to different test
scenarios.
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Another important distinction lies in the behaviour of the two systems. Vertical rain
is influenced by transient droplet breakup and coalescence as droplets travel through
the air, leading to variations in distribution with distance. This sensitivity creates both
challenges and opportunities. Larger droplets tend to arrive at shallower approach
angles while smaller droplets follow steeper paths, which reduces uniformity across
the full test section. At the same time, these dynamics make it possible to tune rain
characteristics at a very specific local position, such as a sensor or windshield,
broadening the range of achievable test conditions. By contrast, the horizontal system
provides consistent volume mean droplet sizing (D3 o) across the test section, enabling
stable and predictable exposure conditions. Together, these complementary
behaviours allow both realistic variability and highly repeatable uniformity to be
recreated, depending on the testing objective.

The results shown here are only a small preview of the system’s capability. VeRSA
enables a wide range of realistic rain environments, from fine drizzle to heavy
downpours, with droplet distributions and intensities that can be characterized,
repeated, and benchmarked. In the following sections, sensor data will be presented
to demonstrate why these rain characteristics matter, and how the ability to control
them is critical for evaluating perception systems under adverse weather.

4 Vehicle and Sensor Soiling Evaluation

In this study, sensors were positioned inside the vehicle behind the windshield to
evaluate performance under controlled rain exposure. Both cases, with and without a
clearing device, were tested to represent common water management strategies. For
each condition, the vehicle surface was first soaked for two minutes to reach a steady-
state soiling level before sensor data collection. This ensured consistency across tests
and reduced nonlinear effects caused by initial droplet accumulation. Transient
performance during accumulation and clearing could also be analyzed in real time,
providing a more complete picture of sensor behaviour under rain.

4.1 Camera

Camera evaluation was carried out at 50 km/h under three vertical rain conditions:
drizzle at 1.7 mm/h, moderate rain at 24.0 mm/h, and downpour at 186.2 mm/h.
Vertical rain was selected to avoid aerodynamic interference from horizontal nozzle
bars and to maintain an unobstructed projection field. A GoPro Hero 7 was used as an
open-source device to demonstrate methodology without disclosure restrictions.
While not representative of commercial ADAS hardware, it provided a consistent
platform to showcase the precipitation testing capabilities of the ACE Climatic
Aerodynamic Wind Tunnel.
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A dynamic projection technique was deployed to create a controlled driving scene
within the tunnel, shown in Figure 6. The Berkeley Deep Drive Attention (BDD-A)
dataset was projected onto the flow-straightening mesh screen [9], enabling repeatable
perception testing under controlled rain conditions. This system is still in early
prototyping, with plans for integration into the tunnel infrastructure to support broader
testing scenarios.

Figure 6: Dynamic display with physical rain simulation hybrid digital twin
platform. Sample object detection quality on dynamic and static targets.

Object detection was performed using YOLOV3 pretrained on the MS-COCO dataset,
focusing on road-relevant targets such as a stop sign, car, pedestrian, and bicycle [10,
11]. In parallel, image quality was evaluated using four complementary metrics: mean
squared error (MSE), structural similarity index (SSIM), peak signal-to-noise ratio
(PSNR), and the MSU Blurring Index with sigma and delta variations. Together, these
metrics provide a multidimensional perspective on how rain alters perception.

The results, summarized in Figure 7, show that without any clearing device, detection
performance collapsed across all rain intensities. Detection count and model
confidence remained near zero even in drizzle, and quality metrics steadily declined
as droplets accumulated. With a physical mitigation device activated, perception
recovered significantly. Detection count rose to nearly 50% in drizzle with confidence
reaching 80%, and partial recovery was observed in moderate and downpour cases.
These devices did not eliminate rain effects, but by periodically restoring visibility,
they reset perception above a usable threshold and prevented the sensor from sliding
into complete blindness.
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Figure 7: Object detection and image quality evaluation under drizzle, moderate
rain, and downpour conditions at 50 km/h, comparing wiper off and wiper on cases.

Frame-by-frame PSNR analysis reinforces this effect. In drizzle without clearing,
PSNR values hovered around 17 dB with little variation, reflecting a continuous
decline in image fidelity. With clearing engaged, PSNR values reset sharply upward
each cycle before gradually decaying again, creating a sawtooth pattern in values. This
behaviour illustrates how mitigation works in practice: not by holding visibility
constant, but by restoring it in repeated intervals so that sensor perception remains
within operational limits.

Image quality metrics further highlight these dynamics. MSE and blurring indices rose
quickly without clearing, while SSIM and PSNR dropped, showing degradation of
both pixel fidelity and structural features. With clearing, all four metrics improved,
particularly in drizzle and moderate rain. Even in downpour, where degradation was
strongest, the ability to reset visibility maintained partial functionality that would
otherwise have been lost.

The key lesson is that rain intensity alone is not a predictor of performance. Light
drizzle without clearing caused near-total blindness, while heavy downpour with
clearing allowed intermittent recovery. This underscores the importance of replicating
droplet behaviour, film formation, and clearing dynamics, not simply water quantity.
Controlled wind tunnel testing enables these effects to be created systematically,
providing insights into both sensor limitations and mitigation strategies.

These demonstrations reflect the dual role of the ACE Climatic Aerodynamic Wind
Tunnel. As the core research facility of Ontario Tech University, ACE supports
academic advances in sensor evaluation and environmental testing. At the same time,
ACE operates as a commercial testing facility, providing industry clients with
controlled, repeatable environments to validate and improve ADAS performance. The
ongoing development of precipitation capabilities, including dynamic projection and
coupled perception evaluation, underscores a continuing commitment to advancing
both research and industry needs in the automotive sector.
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4.2 LiDAR

For LiDAR testing, the vehicle was positioned at X = 7.5 m downstream in the wind
tunnel. This location provided sufficient field of view and range for stationary targets,
which are necessary since LiIDAR relies on reflections from solid objects and does not
register projected imagery. Two groups of targets were included for analysis: a close-
to-mid field set positioned between 4 and 8 m, and a far field target at 22 m. Bounding
boxes were applied around each cluster of points in the point cloud to enable
quantitative comparison. The target set included common road objects such as a stop
sign, bicycle, pylon, dog silhouette, pedestrian mannequin, passenger car mock-up,
and spray bars, presented in Figure 8. In addition, the wind tunnel flow-straightening
honeycomb and mesh screens were used as far-field references. The dense mesh
screen, in particular, provided a highly consistent reflective surface that served as an
effective benchmark for evaluating long-range detection reliability. By combining
everyday driving targets with structured reference objects, both practical and
controlled scenarios could be studied without overlap in the point cloud.

Both the vertical rain system and the horizontal spray system were employed to
evaluate primary rain exposure and secondary soiling. Three intensities of rain and
one tire spray case were tested at 50 km/h, providing a range of realistic conditions.

The results highlight how strongly LiDAR performance depends on weather
characteristics. Figure 8 illustrates the effect: in dry conditions, the point cloud
captured the full set of targets clearly, while in heavy rain much of the detail was lost,
leaving only partial object recognition. Quantitative analysis reinforces these visual
impressions. Visibility percentages (Figure 9, left) dropped steadily with increasing
severity, with tire spray producing the steepest decline. In contrast, normalized
reflectivity (Figure 9, right) sometimes increased under degraded conditions,
particularly for reflective objects, as droplets magnified their signal returns. These
competing effects show why uncontrolled outdoor testing can be misleading: a sensor
may appear to perform better in one instance and worse in another, depending on
random droplet interactions rather than consistent environmental factors.

Figure 8: LiDAR point cloud comparison of detection targets in dry (left) and
degraded rain conditions (right). Near-field objects include a stop sign, bicycle,
pylon, dog silhouette, pedestrian mannequin, car tail gate, and spray bars, while the
far-field honeycomb serves as a consistent reference target.
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Figure 9: LiDAR visibility percentage (left) and normalized reflectivity (right) for
honeycomb and other detection targets under dry, drizzle, moderate rain, downpour,
and spray conditions, comparing wiper off and wiper on cases.

Rain quality and droplet dynamics were found to be central to LiDAR perception.
Droplet size distribution, number density, and local trajectories each influenced how
much of the beam was attenuated before reaching the target. Without control of these
parameters, it becomes impossible to separate sensor limitations from environmental
variability. By reproducing defined droplet distributions in the tunnel, it becomes
feasible to explore practical design trade-offs. Should LiDAR be tuned to capture the
broader environment at lower confidence, or accept blind zones while enhancing the
detection of reflective objects? Should the sensor be positioned in the aerodynamically
cleanest location, or recessed behind a protective surface that alters the field of view?
These are real engineering decisions that require quantitative evidence to resolve, and
they benefit most from close collaboration between academic research and
commercial testing.

Physical mitigation devices add another dimension. Systems such as wipers, shutters,
or protective covers can temporarily clear or shield a sensor, but they also introduce
brief occlusion. In this demonstration, placing the LiDAR behind a windshield
simulated such a device. The results showed that while clearing reduced long-term
degradation from droplet accumulation, it also interrupted visibility in short intervals.
This mirrors the broader challenge of balancing active and passive mitigation
approaches, since neither fully resolves the influence of rain and spray.

Beyond visibility and reflectivity, a wide range of LiIDAR behaviours can be studied
in a controlled tunnel environment. Material interactions can be evaluated by
mounting sensors behind different cover panels or coatings to measure how
transmission changes when droplets adhere or shear across surfaces. Local droplet
dynamics, including breakup, coalescence, and thin film formation, can be reproduced
to study their effect on scattering. Performance can be mapped across conditions that
include both uniform rainfall and complex spray patterns, allowing sensitivity to
droplet size and number density to be quantified. Tunnel testing also makes it possible
to examine placement strategies by shifting sensor position relative to the flow and
observing how aerodynamics influence soiling and visibility. Together, these
capabilities extend LiDAR evaluation well beyond simple range reduction, enabling
systematic exploration of how environment, design, and materials interact to shape
perception reliability.
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4.3 Soiling Patterns

Ultraviolet dye tracing is a technique where water mixed with fluorescent dye is
illuminated under UV lighting and recorded with a camera fitted with a green filter.
Areas with greater surface soiling accumulate more dyed water, producing stronger
fluorescence that can be quantified through image processing. By converting images
into grayscale intensity maps, deposition patterns can be measured and compared
across different vehicle regions. Previous work by Gaylard and Gulavani at the FKFS
facility in Germany demonstrated the effectiveness of this method [12, 13],
particularly in evaluating tire spray-induced soiling.

This capability is now being developed at the ACE Climatic Aerodynamic Wind
Tunnel. As an early demonstration, dye tracing was applied to evaluate spray
deposition along the side and rear of a test vehicle. Figure 10 shows the front half of
the vehicle side, where tire-induced soiling is visible and captured through intensity
mapping, as well as results on the tailgate, where deposition is less pronounced due
to the absence of UV illumination and filtering, but still detectable through processing.
These examples demonstrate how localized accumulations can be visualized and
quantified for objective soiling evaluation.

Figure 10: UV dye tracing demonstration. Top: raw side image with UV
illumination and filter (left) and processed soiling intensity map (right). Bottom: rear
surface overlays without UV illumination or filtering, where reflections appear
alongside dyed water deposition.
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Unlike FKFS’s experiments, which wrapped vehicles in vinyl to reduce reflections,
the demonstration was carried out directly on a production vehicle surface. Vinyl
wrapping reduces background noise from UV reflections, making dyed particles
easier to detect, but it does not represent how real vehicle surfaces interact with water.
As shown in Pao’s research on material properties, soiling behaviour depends on
contact angle and surface energy. On hydrophobic surfaces, droplets may remain as
particles, while on hydrophilic regions they may merge into rivulets and run off.
Preserving the true surface behaviour is essential for evaluating soiling in a realistic
context, even if it introduces additional noise in early-stage processing. At this stage,
the results reflect an early attempt to capture vehicle surface soiling intensity, with
further refinement underway. The focus is on building the foundation for more robust
methods, while acknowledging the pioneering work already carried out at facilities
such as FKFS.

The results presented here are preliminary, but they illustrate the potential of dye
tracing as a complement to rain and spray simulation. The technique provides a direct,
visual method for assessing where water accumulates and how it travels across a
vehicle surface. With continued development, dye tracing will expand the range of
tools available at ACE for sensor soiling and vehicle cleanliness studies, further
strengthening its role as both a research facility of Ontario Tech University and a
commercial testing centre for the automotive industry.

5 Conclusions and Future Work

Climatic wind tunnels provide a controlled and repeatable environment for evaluating
how precipitation and spray affect vehicles and sensors. The demonstrations presented
here highlight both established and emerging capabilities at the ACE Climatic
Aerodynamic Wind Tunnel, from full-tunnel rain characterization to camera and
LiDAR perception testing, and early-stage UV dye tracing for surface soiling.
Together, these methods show how environmental factors can be recreated with
precision to reveal sensor behaviours that would be unpredictable in outdoor testing.

As the core research facility of Ontario Tech University and a commercial testing
centre for the automotive industry, ACE continues to advance tools and techniques
for weather-resilient vehicle development. By combining environmental simulation
with sensor evaluation, the facility provides a pathway toward reliable ADAS
performance and lays the foundation for broader industry benchmarking in adverse
weather conditions.
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Abstract: Self-soiling occurs when dirt and water from the road are lifted by the wheels and
deposited onto the vehicle body. This phenomenon affects visibility, sensor functionality, and
driving safety. Addressing contamination issues late in the development cycle can result in
increased costs and project delays. Computational fluid dynamics (CFD) provides a cost-
effective alternative, enabling early identification of contamination patterns through virtual

prototyping.

This study investigates vehicle contamination using CFD simulations performed with
iconCFD. The external airflow was coupled with a discrete particle phase, where water droplets
were modelled as Lagrangian particles, and a film model was applied to track droplet
deposition on the vehicle surface.

The CFD results were validated against experimental data from the FKFS climatic wind tunnel
by analysing the effects of wheel size, rim design, and mudguards on surface contamination.
Different methods for simulating rotating wheels were compared to assess their influence on
accuracy. The reliability of airflow predictions was confirmed by comparing CFD-derived
pressures with experimental data from sensors positioned at hundreds of locations on the
vehicle. Contamination predictions were evaluated by comparing simulated soiling patterns
with image data from wet-condition experiments. The findings demonstrate the effectiveness
of CFD in predicting vehicle contamination, supporting improved sensor performance and
overall cleanliness.



1. Introduction
1.1 Background and Motivation

Vehicle soiling is a critical factor in aerodynamic development, impacting driver visibility,
passenger comfort, and, most importantly, safety. Reliable sensor performance and
unobstructed sightlines are essential for modern vehicles, particularly those equipped with
advanced driver-assistance systems (ADAS). Experimental testing, whether in wind tunnels or
on-road, requires a full prototype and specialized facilities, making it costly and often infeasible
early in the design cycle. In contrast, virtual simulation methods enable rapid evaluation of
design changes from the outset, although they must be validated against experimental data to
ensure accuracy.

1.2 Exterior Water Management and Vehicle Soiling Sources

The study of exterior water management (EWM) encompasses multiphase flow involving the
carrier airflow, spray particles, surface flows, and their interactions [1]. Vehicle soiling arises
from several sources, as illustrated in Figure 1. Wind-driven rain produces relatively large
droplets that impact the windshield, side windows, A-pillars, and mirrors. Additional
contamination comes from other road users, where smaller droplets are lifted from the road
surface by surrounding vehicles and deposit on similar areas as rain. Self-soiling occurs when
the vehicle’s own wheels generate liquid mist and debris, primarily affecting the wheelhouses,
the full side panels, and the rear sections of the vehicle. These sources create characteristic
soiling patterns due to differences in droplet size, deposition zones, and fluid dynamics, which
must be understood to develop accurate predictive models and effective EWM strategies.

Figure 1 Vehicle soiling sources [1]

1.3 Previous Work and Validation Methods

Research to date has largely focused on external soiling, particularly rain. Novak et al. (2019
[2]) developed a validated Lagrangian—Eulerian methodology, tracking droplets in a
Lagrangian frame while resolving airflow in an Eulerian frame.



Upon impact, droplets form a wall film modelled using Bai and Gosman’s Continuous Phase
Film Model (CPFM) [3], which assumes a quadratic velocity profile in the wall-normal
direction, enabling efficient simulation with minimal computational cost.

The model accounts for hydrostatic and capillary pressures, shear stresses from air and wall
interactions, gravitational forces, droplet momentum, and partial wetting through a dynamic
contact angle with hysteresis and precursor film thickness. Realistic windscreen wiper motion
is simulated using an Immersed Boundary Method (IBM), providing accurate wiper-induced
water transport with minimal computational overhead as demonstrated in [2].

Coupling between the droplet and airflow phases is handled in two ways. One-way coupling
neglects droplet feedback on the airflow, allowing to keep the carrier flow field frozen and
computing only droplet and film motion, which is efficient for air-driven film flows such as
along A-pillars and side windows. Two-way coupling accounts for droplet feedback on the
airflow, providing higher accuracy in areas of high mist density at increased computational
cost; this approach is used for predicting mirror contamination and self-soiling.

Figure 2 Coupling options between air, particles and film

Self-soiling mechanisms were investigated experimentally by Strohbiicker et al. (2019 [4])
using rotating kart tires. Their results shown that tires act as rotary atomizers: water lifted from
the road forms ligaments via Rayleigh—Taylor instabilities, which break into droplets through
Rayleigh—Plateau mechanisms. The resulting droplet distribution peaks around 0.2 mm, with
higher tire speeds increasing the number of smaller droplets while maintaining the most
common diameter. Distinct spray zones were observed, as depicted in Figure 3, with the
splash/spray region behind the contact patch carrying most of the water mass and larger
droplets.

Figure 3 Schematic of droplet field for a free rolling grooved tire at low and high velocities

[4]

Tread design significantly affects droplet formation: grooved tires maintain ligament formation
at high speeds, whereas slick tires lose water earlier, reducing droplet mass in the second half



of rotation. These experimental findings provide a robust dataset for validating self-soiling
simulations and suggest that mechanisms observed in kart tires can be applied to full-scale
vehicles under typical operating conditions.

2. Experimental Setup

The FKFS thermal wind tunnel in Stuttgart, represented in Figure 4, was used for experimental
validation. This Gottingen-type tunnel features a 2-axis dynamometer test bench but lacks a
central belt under the car. The test section dimensions are 15.8 m X 6.8 m x 5.5 m. A water
film is applied to rollers beneath the wheels via an irrigation system. The rotating wheels lift
the water, generating a droplet field. A UV-tracer fluid is added to the water to visualize its
motion on the vehicle surfaces. During testing, tunnel lights are switched off and UV lights
illuminate the areas of interest. UV cameras capture the water flow across the vehicle surfaces.
Between tests, the vehicle is cleaned with a water jet and dried with compressed air.
Nevertheless, fully draining the wind tunnel test section between tests is practically infeasible.
This introduces additional, and somewhat arbitrary, sources of water specific to the wind tunnel
design, which should be considered when analysing the simulation results.

Figure 4 FKFS thermal wind tunnel diagram [5]

Accurate prediction and validation of the flow field are critical for reliable soiling simulations.
Therefore, the experiment was divided into two parts: validation of external aerodynamics and
validation of soiling. For aerodynamic validation, pressure strips were employed. These
MEMS-based digital sensors [6], shown in Figure 5, measure absolute pressure at 100 Hz
sampling frequency. The data averaged over the last 15s were used for validation. Their non-
intrusive installation eliminates the need for drilling into the vehicle body. Each strip is
255.6 mm long and contains 24 pressure sensors. Ten strips were mounted on the vehicle, with
two additional reference strips positioned inside the tunnel test section behind the nozzle.



Figure 5 Pressure strip schematics and dimensions [6]

A production Skoda Kodiaq SUV was selected for testing. Since the focus was on self-soiling,
different wheel and tire combinations were evaluated. As shown in Figure 6, two wheel sizes
R17 (1) and R19 (2) were used and two other wheel variants of R19 were also tested by adding
rim covers (3) and optional mud flaps (4). Four airspeeds values 70, 90, 110, and 130 km/h
were measured for each configuration.

Figure 6 Tested wheel variants

Preliminary CFD simulations, previously validated for A-pillar overflow, were performed to
determine optimal pressure strip locations. The first strip (P1) was positioned on the
registration plate to capture stagnation pressure and calculate the pressure coefficient. The
second strip (P2) was mounted on the leading edge of the roof, just behind the windscreen edge.
The remaining strips were distributed across four areas: behind the front left wheel (P3, P4,
side panel), underbody left floor covers (P53, P6), inside the front left wheel arch (P7, P8), and
around the rear wheel (P9, P10). All these strip positions are shown in Figure 7.

Figure 7 Pressure strip locations on the vehicle

Soiling measurements focused on two main areas: the side doors and rear part of the vehicle.
Each area required a dedicated injector configuration and camera placement and was tested
separately. Measurement variants differed in wind speed, water mass flow, wheel
configuration, and the presence or absence of mudguards. A detailed test matrix is provided in
Table 1.



o] | ¢ R17 R19 R19 + inserts
Type P ater amoun Mudguards Mudguards Mudguards
[km/h] [I/h]
Yes No Yes No Yes No
70 140 (F), 200 (R) X X
200 (F), 250 (R)
- 140 (F), 200 (R) X X X X
Side 200 (F), 250 (R) X X
140 (F), 200 (R) X X X X
110
200 (F), 250 (R) X X
130 140 (F), 200 (R) X X
600 (R) X X X X
90
400 (R) X
Rear
600 (R) X X X X
110
400 (R) X

Table 1 Testing configurations for side and rear soiling analysis

3. CFD Methodology and Setup

The virtual wind tunnel was simulated using the finite volume CFD software iconCFD v4.2.12.
The computational domain is a rectangular box with a velocity inlet and pressure outlet,
including rolling pads under the wheels to model ground interaction via tangential velocity
boundary conditions. The central belt was omitted, matching the FKFS climatic wind tunnel
setup. The remaining floor surfaces were modelled as no-slip walls.

The computational mesh is unstructured and hexa-dominant, with 4 prism layers on the vehicle
surfaces and 7 prism layers on the wheels. Unsteady simulations are required to capture the
external aerodynamics accurately ([2], [7], [8]). The workflow was initialised with a steady-
state RANS initialization, followed by a transient DDES simulation using incompressible,
pressure-based segregated solvers. The transient phase lasted 1.4 s, with the first 0.4 s used to
transition from the RANS solution to a fully transient state, and the remaining 1 s used for
averaging the results. Both stages employed the Spalart — Allmaras turbulence model [9].

Previous methodologies focused on the A-pillar and rear-view mirror regions, enabling
significant simplifications—such as excluding wheel rotation, engine bay flow, and heat
exchanger modeling and underbody flow resolving with reduced detail. These simplifications
substantially reduced computational cost without compromising the fidelity of the targeted
flow features. For the current self-soiling study, all these features were incorporated: the engine
bay was open, heat exchangers were represented as porous media, and airflow through the
engine compartment and underbody was fully resolved. Wheel rotation was modelled using
two approaches: a Moving Reference Frame (MRF) and physical mesh rotation with an
Arbitrary Mesh Interface (AMI). The latter is theoretically more accurate but computationally
more expensive. Finally, the tires were deformed to reproduce their realistic shape, as shown
in Figure 8. To ensure an accurate representation, the car in the CFD model was positioned
according to ride height data obtained from wheel arch apex measurements in the wind tunnel.



Figure 8 Tire deformation on 17" wheels

The soiling process was modelled using an unsteady multiphase solver with two-way coupling
between the Eulerian and Lagrangian phases. Surface wetting was captured using a continuous-
phase film model [2], [11]. The wall interaction model assumed that particles adhered upon
contact with the surface, and breakup caused by airflow shear forces was modelled using the
Reitz—Diwakar approach [10]. The particle equation of motion accounted for gravity,
aerodynamic drag, and pressure gradient forces, and detachment from the surface film was
represented through mechanisms such as wave stripping, edge shedding, curvature separation,
and gravity-induced separation [12]. Together, these processes reproduced realistic droplet
behaviour. Water particles were injected from the start of the unsteady simulation via conical
injectors placed behind the tire contact patch and on the tire surface itself [4], with particle
diameters set to 0.2 mm. Each soiling measurement in the wind tunnel lasted 3 minutes,
whereas the CFD simulations were limited to 20 s transient DDES runs initialized with steady-
state RANS. To compensate for the shorter simulation duration, the water mass flow rate was
proportionally increased, although this adjustment can influence the soiling distribution, as
wetted surfaces may absorb more of the dispersed water. It can also be noted that, in the wind
tunnel, redeposition from the vehicle, the tunnel floor, or the rolling pads represents a possible
additional source of contamination.

4. Validation

4.1 External aerodynamics

Two locations were selected to verify pressure levels in the domain: the registration plate (P1),
corresponding to a stagnation point with a pressure coefficient around 1, and the leading edge
of the roof (P2), where no separation is expected and the pressure gradient is relatively mild.
Experimental and CFD results agreed very well at both locations across all wheel variants. An
example for the 17" wheels at 70 km/h is shown in Figure 9.

Figure 9 Pressure coefficient prediction for R17 - 70kph - P1 and P2



The main area of interest is the side of the vehicle between wheel arches, where airflow is
strongly influenced by wheel rotation. Both the MRF and AMI approaches produced very
similar pressure distributions. Agreement with experimental data is excellent in observed
locations, as shown in Figure 10, indicating that the CFD methodology enables accurate airflow
prediction, providing a reliable basis for self-soiling analysis.

Figure 10 Pressure coefficient prediction for R17 — 70 kph — P3 and P9

In contrast, discrepancies were observed inside the wheel arch and on the floor cover near the
wheel, as illustrated in Figure 11. These differences are likely due to the tire wake from the
contact patch not being accurately captured. While the trend matches the experiments, CFD
consistently under predicts absolute values of static pressure. Correlation improves further
along the floor cover (P6). Additional factors contributing to these discrepancies may include
the simplified tire tread geometry, the absence of validated boundary layers on the tunnel floor,
and the simplified representation of engine bay airflow.

Figure 11 Pressure coefficient prediction for R17 — 130 kph — P5

4.2 Soiling validation

The experimental data from Figure 12 and Figure 13 confirm the findings of Strohbiicker et al.
(2019, [4]): at higher speeds, the spray angle decreases, leading to reduced surface
contamination. To reproduce the same trend in CFD, the injector cone angle was manually
adjusted—set to 30° for 70 and 90 kph, and to 20° for 110 and 130 kph. Although this manual
adjustment is not ideal for a general self-soiling methodology, it was used as an attempt to
replicate the experimental results in CFD and to demonstrate that the injector cone angle has a
dominant effect on surface contamination. However, differences in contamination intensity can
be observed at all speeds. The experiments also show a larger contaminated area at lower
speeds (70 and 90 kph), whereas this effect was not captured in the CFD simulations. This
indicates that further adjustments to the cone injector are potentially required. It also highlights



the need for an enhanced water injection method allowing for non-uniform injection
distribution from the wheel surface that accounts for the physical phenomena described in [4].

Figure 12 Configuration R19 with covers and mudguards — 70 and 90 kph

Figure 13 Configuration R19 with covers and mudguards — 110 and 130 kph

The influence of mudguards is also noticeable in Figure 14. The addition of mudguards reduces
the overall contaminated area, while increased contamination intensity can be observed at the
edge of the door sill. CFD reproduces this trend moderately, but differences in contamination
intensity can still be observed. Additionally, the separation line between the wetted and dry
zones without mudguards is slightly lower than in the experiment.



Figure 14 Configuration R19 with covers — mudguards effects

The influence of different wheel designs is also significant, as shown in Figure 15. The highest
level of contamination occurs with the 17" wheels. Adding covers to the 19" wheels alters the
shape of the spray-free triangle, but has little effect on the overall contaminated area.
Contamination at the edge of the door sill increases with the cover installed. CFD reproduces
the change in the shape of the spray-free triangle moderately well, but the overall contamination
levels differ from the experiment, being lowest for the 17" wheels. This likely points to the
need of the aforementioned advanced wheel surface injector inclusion. It shall be noted that
CFD predicts well the dry spots occurring in the bottom half of the front door with 17" wheels

Figure 15 Surface contamination for different wheel designs

Experimentally, the central portion of the rear soiling pattern remained consistent across all
tested variants. Among the configurations, the R17 wheels generated the largest contamination-
free zones near the rear edges, while the introduction of R19 wheel covers and the addition of
mudguards had minimal impact on the soiling patterns at the rear. CFD captures some general
trends, predicting similar contamination patterns for the other R19 configurations. However, it



fails to reproduce key features observed in the experiments, such as the differences at the rear
bottom-side edges, and exhibits noticeable asymmetry for the R17 configuration that is not
present in the measurements. The absence of data in this region does not allow us to determine
whether these discrepancies arise from an inaccurate airflow simulation or from limitations in
the soiling model itself, highlighting the need for further investigation.

Figure 16 Rear contamination for different wheel designs
5 Summary

The goal of this study was to develop a reliable and experimentally validated simulation
methodology for vehicle self-soiling, where water lifted by the wheels contaminates the vehicle
body. Simulations were performed using transient Delayed Detached Eddy Simulation (DDES)
solver with the Spalart—Allmaras turbulence model, modelling wheel rotation via both Moving
Reference Frame and Arbitrary Mesh Interface techniques. Soiling was simulated using a two-
way coupled Lagrangian-Eulerian framework, with droplet emission from both conical
injectors and tyre surface. Surface film dynamics were captured via the Continuous Phase Film
Model.

CFD predictions of external airflow matched experimental data well in most regions,
particularly on the side panels and roof. Both MRF and AMI produced comparable results,
with MRF chosen for soiling simulations due to lower computational cost. Some discrepancies
were noted in the wheel arch and underbody areas, which are less critical for side and rear
soiling.

Overall, CFD captured the qualitative trends observed experimentally, including reduced
contamination behind the wheels at higher speeds and the effect of mudguards in limiting
contaminated areas. Adjusting the injector cone angle successfully replicated the change in
spray angle and contamination patterns at different speeds, though discrepancies in
contamination intensity remain to be addressed. Accurate modelling of water expelled from the
tire, dependent on tread and injection parameters, is still needed.

Wheel design effects were partially reflected in CFD, with some differences between R17 and
R19 wheels captured, but the effect of adding R19 wheel covers was not sufficiently



reproduced. Quantitative contamination levels also differed, with CFD underestimating
contamination for 17" wheels compared to experiments. These findings highlight the
importance of refining injector settings and incorporating a more detailed tire surface
representation with keeping in mind much shorter simulations than experiment to improve CFD
accuracy in predicting vehicle self-soiling.
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Abstract: One of the ways to reduce the aerodynamic drag is by
improving the rear wake of the vehicle. To achieve this, accurate
measurements of flow velocity and pressure at the rear of the vehicle are
essential. In the Hyundai Aero-Acoustic Wind Tunnel (HAWT), a wake
measurement system with cobra probe arrays has been installed to
measure and analyze the vehicle wake. However, the cobra probe can only
properly detect the flows above 10m/s; thus, it cannot create an accurate
wake contour within the range of -10m/s to 40m/s. In this paper, a
Physics-Informed Neural Network (PINN) is applied to reconstruct the
complete vehicle wake from this sparse data. The PINN model fills in the
flow where velocities are below a certain threshold, allowing for a precise
calculation of micro drag, a quantitative method for vehicle wake analysis.
The generic aerodynamic model DrivAer, simulated via CFD, is used to
validate the predictive accuracy of the PINN. As a result, the difference
in aerodynamic drag coefficient between the ground truth and the PINN
prediction is under 1 count (ACp < 0.001). Furthermore, the validated
model was successfully applied to live wind tunnel data from the Hyundai
IONIQ 5, enabling a quantitative diagnosis that guided a significant drag
reduction. The application of PINN is expected to establish a more precise
and practical technique for vehicle wake analysis.
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1 Introduction

A detailed understanding of the flow field around a vehicle, which is shaped by its
geometry and aerodynamic devices, is crucial for reducing aerodynamic drag. The
Hyundai Aero-acoustic Wind Tunnel (HAWT) is equipped with a wake measurement
system that employs Cobra Probes on an automated traversing system [1-2]. This
setup allows for the real-time visualization and analysis of velocity and pressure fields
in the vehicle’s wake. However, a significant limitation of Cobra Probes, stemming
from their structural design (see Section 2.1), is their inability to accurately measure
reverse flow. This deficiency introduces distortions in the calculation of the Micro
drag (see Section 2.2), a key metric for aerodynamic analysis.

Previous studies have attempted to overcome such data distortion issues arising from
instrumentation limits. For instance, J.Jeong et al. applied a Deep Neural Network
(DNN) to reconstruct missing data in the temperature field of a flat plate [3]. This
work, however, was limited to thermal conduction, a phenomenon significantly less
complex and more linear than a turbulent flow field. In another study, D. Kim et al.
used an Adaptive Neuro Fuzzy Inference System(ANFIS) to predict the unmeasurable
areas in the wake of a side mirror [4]. While successful, the study did not provide a
clear rationale for how the ANFIS model learned the underlying physics of the flow.

To address these gaps, this paper introduces Physics-Informed Neural Networks
(PINNSs) to predict the flow data within the measurable regions of the vehicle wake
[5]. By integrating the governing physical equations directly into its loss function,
PINNs can learn the flow phenomena in a physically consistent manner. To validate
our approach, we evaluate the prediction accuracy of the PINNs using CFD simulation
data and benchmark its performance against a standard physics-uninformed neural
network. Finally, we employ the Micro drag technique to assess the PINN’s predictive
accuracy and to perform a quantitative analysis of the complete flow field that results
from augmenting the experimental data with the PINN’s predictions.

2 Backgrounds

2.1 Cobra probe

The Cobra probe is an instrument designed for flow field measurement. Its operating
principle, illustrated in Fig.1, involves measuring pressures at multiple holes on the
probe head and then using the pressure differences to calculate the flow direction and
three-dimensional velocity components. At HAWT, a 4-hole Fast Response
Aerodynamic Probe (FRAP) from Vectoflow GmbH (Germany) is employed. This
probe offers high-fidelity data acquisition, capturing pressure and velocity
components in real-time at frequencies up to 2kHz.
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Despite its capabilities, the Cobra probe has notable limitations. First, as an intrusive
instrument (Fig.1), it inevitably disturbs the local flow field it is intended to measure.
Second, its four-hole design restricts its effective measurement range to an acceptance
angle of £45 degrees from its central axis. Finally, being a pressure-based sensor, its
accuracy significantly degrades at low velocities, particularly below ~10m/s.

Figure 1: Multi-hole Cobra probe
(Source : vectoflow.de)

2.2 Micro Drag

Micro drag is an analytical technique, originally introduced by Cogotti, for
diagnosing the sources of drag in a vehicle’s wake [6]. The method is fundamentally
based on the Reynolds Transport Theorem and works by calculating the momentum
deficit in the flow as it traverses a specified control volume (see Eq.1)

Cp-Ay = [1—Cpropds —f(1 —i)z ds + f((i)2 + (i)z) ds (1)

Uco

Where Cp is the drag coefficient acting on the vehicle, Ax is the frontal projected
area of the vehicle, and Cp o 1s the total pressure coefficient calculated from the flow
passing through the control surface. u. represents the freestream velocity in the wind

tunnel, which corresponds to the driving speed in on-road conditions. The terms u,v,
and w are the velocity components in the X,y, and z directions at the measurement
points, respectively, and s denotes the control surface.
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A primary output of this technique is a Drag map (Fig.2), which provides a visual
and quantitative breakdown of how different areas in the wake contribute to the total
aerodynamic drag. This allows engineers to pinpoint which flow structures are most
responsible for increasing drag. The reliability of this powerful diagnostic tool,
however, is critically dependent on the precise measurement of reverse flow regions.
This exposes a key limitation in the current experimental setup at HAWT, where the
Cobra probe’s inability to measure reverse flow undermines the accuracy of the Micro
drag analysis.

Figure 2: DrivAer Estate Model & Drag map

2.3 Physics Informed Neural Networks

Physics-Informed Neural Networks (PINNs), introduced by Raissi et al., represent a
paradigm shift from traditional data-driven models [5]. While conventional neural
networks learn exclusively from data, often ignoring the underlying physics, PINNs
embed governing physical laws directly into the learning process. This is achieved by
formulating a loss function that penalizes predictions for violating these laws, which
not only reduces the reliance on large datasets but also accelerates model convergence.

Figure 3: PINNs Architecture
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The PINNSs architecture, depicted in Fig.3, consists of two primary components. The
first is a standard neural network that learns from available data points (left side). The
second, and defining, component is the physics-informed part (right side), where the

governing equations of fluid dynamics—the Navier-Stokes and Continuity

equations—are formulated as a residual term in the loss function. This dual-objective

training effectively constrains the solution space, preventing the network from
producing physically implausible outcomes.

The model’s total loss function Limoder is therefore a composite of the data loss (Ldata)
and the physics loss (Lphysics), as formulated in Eq.2. A powerful feature of this
framework is that Ldaa and Lphysics need not be evaluated at the same spatial points.
This allows the network to make accurate predictions even in regions devoid of
measurement data by leveraging the physical laws learned from randomly sampled
collocation points throughout the domain, alongside sparse information from actual
sensor locations.

Lmodet = Laata + Lphysics (2)

Building on these capabilities, this study employs PINNs to address the measurement
limitations of the Cobra Probe. Specifically, we leverage 1) the enforcement of
physical laws and 2) the ability to predict in data-sparse regions to reconstruct the

low-velocity airflow (<10m/s) in the vehicle’s wake. This reconstructed flow field is
used to perform a quantitative acrodynamic analysis using the Micro drag technique.

3 Model Construction and Validation

This study validates the PINN’s predictive capabilities using a semi-synthetic dataset
derived from a high-fidelity CFD simulation of the DrivAer Estate model, a widely
recognized benchmark in automotive aerodynamics [7]. To mimic the constraints of
a real-world experiment, the complete CFD flow field was down-sampled to match
the spatial resolution of the HAWT’s wake measurement system. The resulting data,
which forms the basis for our model training and validation, is shown in Fig.4.

The dataset is defined on a yz cross-sectional plane measuring 2.6m in width and
1.45m in height, situated 0.5m downstream from the vehicle’s rear end. The data was
partitioned for training and validation as follows:
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® Training Data (for Lyaw): The data-driven loss component was trained on
points from the “measurable” region, defined as where the axial velocity u
> 10m/s. The inputs for the network were the spatial coordinates of these
points, while the corresponding labels were the ground-truth velocity
components (u,v,w) and pressure (p) from the CFD simulation.

® (Collocation Points (for Lpnysics): The physics-informed loss component was
enforced at collocation points sampled from the “unmeasurable” region (u

< 10m/s). The loss at these points was calculated based on the residuals of

the governing physical equations, which are detailed in the subsequent
section.

® Validation Data: To quantitatively assess the model’s accuracy in the target

region, a validation set was created using the data points where u < 10m/s.

The inputs were the coordinates of these points, and the labels were their
true velocity and pressure values from the CFD simulation, serving as the
ground truth.

Figure 5 visualizes the initial training data, showing the u, v, and w velocity fields

with the target prediction region (u < 10m/s) masked out.

Figure 4. Down-sampling of CFD Wake results
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Figure 5. u,v,w velocity flow fields except unmeasurable region

3.1 Hyperparameter tuning

To optimize the model’s predictive performance a two-stage tuning process was
conducted: first on the neural network architecture, and second on the formulation of
the physics-informed loss, Lpnysics. Other fundamental hyperparameters were kept
constant as detailed in Table 1.

Table 1. Hyperparameter settings for PINN model

Hyperparameter Value
Activation function Tanh
Epochs 15,000
Batch size 5,000
Learning rate 1.0e-4

Network Architecture Optimization:

Optimizing the number of layers and neurons is essential for preventing common
training pitfalls like overfitting and convergence to poor local minima. For this stage,
we used a standard Lpnysics for formulation consisting of the coupled continuity
equation (CE) and Navier-Stokes equations (NSE). We evaluated three distinct
network architectures, comparing their performance based on the Mean Squared Error
(MSE) calculated on the validation data from the unmeasurable region. The results
are presented in Table.2

The architecture with 5 hidden layers with 50 neurons each achieved the best
performance, exhibiting the lowest MSE. The deepest model (10 layers, 100 neurons)
did not overfit within 15,000 epochs but seemed to get trapped in a local minimum.
In contrast, the simplest model (5 layers, 10 neurons) was likely too shallow, lacking
expressive capacity to accurately model the complex flow field, which resulted in a
higher MSE.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Table 2. Results of Network architecture optimization

# of layers # of neurons MSE
5 10 0.27
5 50 0.16
10 100 0.36

Physics-Informed Loss (Lphysics) Formulation:

In conventional machine learning, the loss function is not considered a
hyperparameter. However, for PINNs, the selection of physical laws that constitute
Lphysics 18 a critical design choice that can significantly impact accuracy. The canonical
choice for fluid dynamics is the coupled NSE and CE. To potentially enhance the
physical consistency of the predictions, we investigated the effect of adding a third
equation: the Pressure Poisson Equation (PPE). The PPE, derived by taking the
divergence of the NSE, acts as a supplementary constraint that reinforces the
mathematical compatibility between the pressure and velocity fields. We therefore
constructed and compared several cases, each with a different combination of the three
governing equations (formulated in Eq.3) and evaluated their performance based on
the MSE in the unmeasurable region, as outlined in Table3.

(Navier-Stokes Equation) [8]
v
el = —a-va—7p+yvza

(Continuity Equation) [8]
e2 = Vu 3)

(Pressure Poisson Equation) [8]

— — vp 2=
e3 = V-(—u-Vu—?+uV u)

Fixing the network architecture to the optimal 5-layer, 50-neuron configuration, we
evaluated the performance of different Lpnysis formulations. This evaluation
demonstrated that the combination of the Pressure Poisson Equation (PPE) and the
Continuity Equation (CE) achieved the lowest Mean Squared Error (MSE). Notably,
applying the CE alone as a physical constraint was counterproductive, yielding an
even higher MSE than the physics-uninformed baseline model. This result
underscores a critical insight: the injudicious application of physical constraints in a
PINN can degrade, rather than improve, predictive performance.
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Table 3. Combinations of Governing equations

Governing Eqn # of layers # of neurons MSE
CE 5 50 0.24

NSE & CE 5 50 0.16
PPE & CE 5 50 0.12
None 5 50 0.23

Therefore, our final optimized model for this study utilizes a 5-layer, 50-neuron
architecture with a physics-informed loss term comprising the PPE and CE to ensure
the highest predictive accuracy.

3.2 Analysis of predicted results

While Mean Squared Error (MSE) is a standard metric for regression, it offers
limited physical insight into the accuracy of a predicted flow field. To provide a more
robust and domain-specific evaluation, we assess the PINN’s performance by
applying the Micro drag technique (Section 2.2) to the reconstructed wake. We then
compare the drag coefficient (Cp) calculated from the PINN’s output with the ground
truth Cp from CFD simulation. We define our success criterion as a discrepancy of
less than 0.001 (1 count), which would validate the model’s practical utility for
aerodynamic analysis.

Figure 6. visually confirms the high fidelity of the reconstruction, comparing the
PINN-predicted flow field in the u<10m/s zone with the ground truth. It is remarkable

that the model achieved this accuracy without any direct training on the ground truth
data within this unmeasurable region, relying solely on surrounding data and physical
constraints.

A compelling quantitative comparison is presented in Figure 7., which shows Drag
maps for three scenarios: the CFD ground truth, the PINN reconstruction, and the
incomplete data mimicking the experimental measurements. The map from the
incomplete data fails to capture the crucial drag recovery dynamics (the blue, Cp <0
region), leading to a significant overestimation of the total drag coefficient (Cp =
0.314) versus the ground truth (Cp = 0.294). Conversely, the PINN-reconstructed map
successfully reproduces the drag recovery region, resulting in a highly accurate drag

coefficient of 0.295—a deviation of just 1 count from the ground truth.
The excellent agreement, with the Cp difference falling well within our 1-count

threshold, confirms that the PINN-based reconstruction is not only accurate but also
robust enough for quantitative vehicle wake analysis.
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(a) Predicted results by PINNs (u, v, w)

(b) ground truth (u, v, w)

(c) PINNs prediction vs. ground truth: velocity distribution in the u < 10m/s
region at z=0.725

Figure 6. PINNs results, ground truth’s flow fields & velocity distribution

(a) ground truth (b) reconstructed by PINNs (c) Except u < 10m/s

Figure 7. Drag map visualization
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3.3 Case Study: Application to Real-World Wind Tunnel Measurements

Having validated our PINNs framework against high-fidelity CFD data, the next
critical step was to prove its efficacy on real, incomplete experimental measurements.
This section details a case study where the methodology was deployed during
development of the new IONIQ 5 (PE), using sparse data gathered directly from wind
tunnel test.

The primary engineering goal was to lower the vehicle’s drag coefficient (Cp) to
increase its All-Electric Range (AER). First, the original IONIQ 5 was evaluated in
the wind tunnel. Our PINN model was then applied to its sparse wake measurements
to reconstruct a complete flow field. The resulting drag map analysis (Fig8.) provided
a crucial insight that was otherwise unobtainable from the raw data: an unusually weak
drag recovery region. The quantitative assessment, enabled by our method, pinpointed
the roof spoiler (white box) as the primary culprit, responsible for a substantial 18%
of the total drag.

Armed with this direct, quantitative feedback from experimental data, engineers
redesigned the spoiler for the new IONIQ 5. The modified vehicle was re-tested in the
wind tunnel, and the PINN analysis was repeated. The new Drag map (Fig8.)
confirmed the success of the modification: the drag contribution from the redesigned
spoiler was dramatically reduced to approximately 3%. This case study showcases the
framework’s successful transition from a validation tool to a powerful diagnostic
instrument in an active vehicle development program.

Figure 8. Drag map: IONIQ 5 (left), the new IONIQ 5 (right)

4 Conclusion

This study successfully developed a Physics-Informed Neural Networks (PINNs)
framework capable of transforming incomplete, sparse wake measurements into
complete, actionable flow fields. We initially validated the model’s fundamental
accuracy using a semi-synthetic CFD dataset of the DrivAer Estate model, optimizing
it to a S-layer architecture with a PPE-CE physics loss that predicted the drag
coefficient to within 1 count (Cp 0.001).

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Crucially, this research takes the vital step from validation in a controlled, simulated
environment to successful application on real-world experimental data. To prove its
practical readiness, the framework was applied directly to sparse data from a wind
tunnel test of the new IONIQ 5. This PINN-driven analysis provided unprecedented
quantitative insights, identifying a suboptimal roof spoiler as a major contributor to
drag. The subsequent design improvements, guided by these findings, yielded a
substantial drag reduction. This successful application on genuine experimental data
validates our approach as a robust and impactful tool capable of bridging the gap
between incomplete measurements and actionable engineering insights in the
automotive development cycle. We anticipate that its capabilities can be further
extended across diverse vehicle platforms by leveraging techniques like transfer
learning.
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Abstract

This study presents new developments into novel drag reduction devices for road vehicles, focusing
on the use of inflatable and alternative material rear drag reduction devices that employ both a
single and multi cavity approach. The effectiveness of these devices is assessed through on-road
testing using constant power measurements to evaluate the resulting drag reductions. Surface pressure
measurements collected during testing are compared with CFD predictions, using both RANS and
HLES methods to evaluate how accurately pressure changes are modelled when the devices are fitted
to the test vehicles. A novel method for analysing vehicle surface flow in real-world conditions is
also introduced, involving the capture and processing of video-recorded tuft imagery to determine
appropriate means and standard deviations for the surface flow behaviour.

1 Introduction

The need for improved fuel economy and drag reduction in the road transport sector has become
critical once again as it was following the oil crisis of the 1970s [2]. This renewed urgency is driven by
many factors, which include the ongoing climate crisis [3], the demand for improved electric vehicle
driving range [4], and the volatility of fuel prices due to geopolitical situations [5]. One of the most
effective ways to improve a vehicle’s fuel economy is to reduce the air resistance forces it experiences
when on the road. Once a passenger car exceeds a speed of approximately 60 km/h, aerodynamic drag
becomes the largest resistance force the vehicle must overcome [6]. The main issue is that the power
requirement to overcome this air resistance grows in proportion to the cube of the vehicle’s speed,
which is one of the primary causes of why substantial fuel economy and range detriments are observed
when driving at typical motorway speeds (120 km/h) [7]. Reducing aerodynamic drag on a vehicle
reduces fuel consumption; however, the relationship between these reductions is highly dependent on
a number of factors, such as vehicle type and driving cycle [6]. In general, when any road vehicle
conducts a high-speed long-distance journey, drag is the largest consumer of the fuel used for that
journey. A reasonable estimate, commonly used for such a driving cycle, is that a 10% drag reduction
would realise a 5% fuel saving [8] [9] [10]. If the driving cycle was different, such as incorporating more
city-based or outer city driving, which includes accelerations, starts and stops, then the weighting
can be reduced to below 5% [I1]. At the higher road speeds (100-120 km/h), aerodynamic drag can
significantly exceed rolling resistance, making drag reduction one of the most effective strategies for
improving fuel economy and addressing the current needs and challenges in the road transport sector.
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2 Literature Review

The rear of a vehicle is particularly well suited for the addition of aerodynamic devices, due to the
significant drag caused by the low-pressure wake that forms after flow separation at the end of a
bluff body [12]. A comprehensive review of rear and other vehicle-mounted drag-reduction devices
was presented in [13], which summarised key developments in the field over the past 50 years. The
findings relevant to the present work are summarised next.

A wide variety of rear drag reduction strategies has been assessed in the literature, with perfor-
mance depending on the shape and size of the device along with the vehicle type. [14] demonstrated
a device known as the fluid tail, which redirected air from the rear wheel arches into the rear wake,
reducing drag by 18-20% on a production hatchback, while [I5] integrated servo-actuated flaps into a
base cavity on an SUV to improve yaw-averaged drag performance. [16] outlined work related to the
development of an inflatable rear drag reduction device for a road vehicle. The paper outlined drag re-
duction results for a very simplified body using scale wind tunnel work, without full-scale prototyping
or results for the inflatable device on a passenger car. [I7] showed that inward-angled deflectors at 20
degrees significantly diminished wake turbulence on a square-back configuration. [18] demonstrated
that a tapered rear cavity could more than double the drag reduction achieved by a straight cavity
in direct flow. Streamlined tail extensions were studied in [19], reporting up to 60% drag reductions
using elongated, tapered designs, which maintained most of the drag reduction performance when
truncated. Similarly, [20] showed that truncating a full boat tail on a box van yielded only a marginal
performance drop, with drag reductions falling to just 31% from 32%. [21I] measured a 3.3% drag
reduction with a recessed cavity on an SUV without passive base bleeding, with only a 1% extra
performance improvement when the base bleeding was included, highlighting how the initial cavity
contributed most of the savings. [12] presented a new type of rear drag reduction device, known as
the multi-stage converging cavity, which utilised multiple angled cavities within one another to access
a downstream high-pressure zone. The device then redistributed this pressure over the vehicle’s base,
realising substantial base drag reductions.

In the context of heavy-duty vehicles, [22] examined a boat tail design with a shortened, angled bottom
panel and found that excluding the bottom panel halved the overall drag reduction, underscoring the
need for bottom surfaces on rear cavities and tails. A study by [23] confirmed that increased cavity
length enhanced drag reduction, especially when combined with side skirts, with [24] documenting
a 6.5% fuel saving for a road-tested practical cavity device on a heavy truck. Various appendables
were studied in [25] for a pick-up truck, where combining a rear boat tail constructed from plates
with a partial bed cover led to a drag reduction of 21 counts. Shortened boat tails also performed
effectively in the studies outlined by [26] and [27], reporting drag reductions of 10.3% and 10.9% on
a heavy and light-duty truck geometry respectively using wind tunnel tests. [28] reviewed various
trailer-mounted aerodynamic devices for heavy trucks and recommended boat tail lengths between 24
and 32 inches for a viable trade-off between performance and practicality. The influence of specific
panel configurations on rear cavities was explored in [29], which showed a full enclosure with tapering
of 10 degrees maximised performance, and that removing lower panels significantly reduced the drag
reduction. Overall, these studies highlight that significant drag and fuel savings are realisable through
the integration of a rear tail or cavity device appended to the base of a road vehicle.
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3 Road Testing Methodology

3.1 Measuring a Drag Change on-Road

The method described next for measuring a drag change on-road was first described in [30], therefore
only a brief summary of the technique will be provided next. The method involves fixing the vehicle’s
throttle pedal across two vehicle configurations. For a given, fixed, throttle position, a road vehicle
will reach a constant equilibrium speed for its configuration on a long flat straight road. This happens
because by fixing the vehicle’s throttle pedal, the fixed power output from the engine is used to
counteract both the drag and the rolling resistance force on the vehicle. It was confirmed in [30] that
fixing the vehicle’s throttle pedal across configurations does produce a fixed power output from the
engine, which was confirmed via three different power measurements remaining constant for multiple
different configurations with two different vehicles. An example to demonstrate the method is as
follows: The baseline standard vehicle has its throttle pedal fixed at 35% compression, the vehicle will
then reach a constant speed on a long, flat, straight road, Vi. The vehicle is then configured in some
way, such as by adding a kayak to its roof. When this configured vehicle travels down the same road
with the same throttle pedal compression it will reach a new speed, V5. The resulting speed delta
measured on the road, V; - V5, can then be used with the equation set discussed next to determine
the percentage drag change on the vehicle.

3.1.1 Governing Equations

The derivation for the percentage drag change equation begins from the constant power statement
(Equation , which becomes Equation |2} as the only two forces acting on a vehicle once it reaches its
equilibrium speed for a given power input are drag and rolling resistance.

P =P (1)

(D1 + R1) (V1) = (D2 + Ra) (Va) (2)

A reasonable assumption to apply is that the rolling resistance force between the two configurations
at the speeds V7 and V5 remains constant. This is valid as the measured speed delta is often less than
10 km/h, and the rolling resistance force change across such a speed delta would be minimal [31].
Applying this assumption to Equation [2| the power balance then becomes Equation

1 1
5PVICo1AL+ RVi = JpVi'Cpods + RV, (3)

Equation [3| can then be rearranged to isolate the drag area of the vehicle in its second configuration,
which can then be subbed into the percentage drag change formula to produce Equation |4 This is
the final equation of the derivation, which is used to determine the percentage change in drag for a
baseline vehicle caused by any given configuration change.

1pVPCp1A1 + R (Vi — V)
50V5

Cp2As =
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%Drag Change = = = 1
e g Dy Cp14y Cp14y
i\’ | 2R(Vi - V)
%D Ch = — ———= —1]100 4
oDrag ange <<V2> + pV230D1A1 (4)

The percentage drag change determined by Equation |4]is primarily determined by the values inputted
for the road-measured speeds, Vi, and V5. To apply the formula, an approximate estimate of the
baseline vehicle’s drag area and rolling resistance is required. It was shown in [30] via a sensitivity
analysis, that only general estimates of these values are required, as the formula is relatively insensitive
to the values used for the drag area, Cp1 A1, and R. The formula’s primary sensitivities are related
to the values inputted for Vi and Vs, highlighting the need for the accurate determination of the
road-measured speeds using GPS to gain representative results.

3.1.2 Test Track & Testing Conditions

A 3.5 km section of public road was used as the test track which can be seen in Figure [ The test
track was comprised of a main test section and two pretest sections which led into the main test section
from either side. To ensure minimal interference from external traffic, all road tests were conducted
between the hours 1-4 am. The vehicle’s throttle pedal was fixed at the start of the pretest section
after which the vehicle begins to reach its equilibrium speed, which usually occurs just prior to entering
the main test section. At the centre of the main test section, the vehicle’s speed is recorded using
dual frequency GPS, which has a speed measurement accuracy of 0.25 km/h based on the number of
satellites the GPS can access along the test track. The vehicle’s speed is recorded using several runs
travelling in both directions. Testing was conducted only on dry calm nights, where the external wind
speed was measured to be less than 2 km /h using a handheld hot wire anemometer at the centre of the
test track over a period of 90 s. In general, the external wind speed for most test nights was less than
1 km/h, and any slight wind was accounted for by recording the vehicle’s speed when coming from
both directions. The track has substantial tree cover either side which added additional protection
from any slight external wind which came perpendicular to the track. In general, the averaged speeds
recorded when coming from both directions were approximately the same, or varied by at most 1-2
km/h due to any slight external wind conditions during testing. Any runs which encountered traffic
interference that would have affected the equilibrium speed recorded at the speed record point were
scrapped, however scrapping a run was uncommon due to the minimal traffic interference along the
test track during the testing hours stated.

3.1.3 Testing Procedure & Test Vehicles

The throttle pedal position for the test vehicles was monitored using an OBD II Bluetooth scanner
(OBDLink MX+). This scanner also provided information on the vehicle’s power output based on
measurements from quantities such as mass air flow rate and fuel injection data. As stated previously,
the power output measured using three different power indicators during testing confirmed that the
engine’s power output remained constant across configuration changes for a fixed throttle pedal. Prior
to any speeds being recorded, the test vehicle was warmed up for approximately 20-30 minutes by
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Figure 1: Images of the test track with details of the main and pretest sections. Adapted from [30].

driving it along the test track. This allowed the vehicle’s engine, tires and other moving components
to reach normal operating temperatures. In general, a given vehicle configuration required 6-10 runs
until the vehicle’s constant equilibrium speed could be determined. This was done by observing a
modal speed for the runs in each direction. Once the modal speed was recorded in each direction after
the required number of runs, an average of these two speeds was taken, which resulted in the overall
equilibrium speed recorded for a given vehicle configuration. The two test vehicles used for the study
were a 2017 VW Golf Mk7 1.6 L diesel, and a 2018 Citroen Berlingo commercial van 1.6 L diesel L1
H1. Both these vehicles are shown in Figure

Figure 2: The two test vehicles used in the study which included a VW Golf Mk7 (shown left with an
inflatable device) and a Citroen Berlingo L1 H1 van (right).

As stated previously, to use Equation 4] a rough estimate of the test vehicle’s baseline drag area and
rolling resistance were required. The VW Golf Mk7 was taken to have a C'p value of 0.305 based on
CFD results [30] and outline values based on online sources where the manufacturer claims the vehicle
to have a Cp value between 0.3 - 0.31 depending on spec [32] [33]. The rolling resistance value for the
VW Golf Mk7 was taken as 150 N, which was based on its mass and the road surface of the test track.
This value is typical for a hatchback vehicle of this size, based on an example in [6] which outlines a
similar value for a Mercedes Benz B-Class. The drag coefficient for the van was based on an online
source stating it to be 0.35 [34], and the rolling resistance value was taken as 200 N, which accounts
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for the van’s larger mass, and condition based on a service life as a commercial van with over 100,000
km travelled. These values match those used in [30] for the same vehicles. The VW Golf Mk7 was
used for this study on account of its availability to the authors as a personal vehicle and the Citroen
Berlingo van was provided by the University of the authors to assist with research activities. The
frontal areas for the vehicles were measured using a CAD frontal area projection tool using highly
detailed STL files for both vehicles. The frontal areas for the car and van were measured as 2.113 m?
and 2.800 m? respectively.

To ensure a fair comparison of the drag force deltas between road measurements and CFD predictions,
the denominators in the percentage drag change formulas for the CFD data use the same reference
values as those used for the road data. This means that in the percentage drag change formula for
the van and car, the deltas are always divided by 0.35 and 0.305, respectively, when the areas for the
vehicle configurations remain constant. For both the car and van, the frontal projected areas remained
constant across all rear drag reduction device configurations, including when no devices were fitted.
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4 Results & Discussion

4.1 On-Road Drag Change Measurements

All CFD-predicted drag changes stated in this section are based on the RANS methodology disuc-
ssed in [I]. The air density used for the CFD simulations was 1.2215 kg/m>. When calculating the
road-measured drag change using Equation [4] the same density value was applied. Although the most
appropriate value for p is that measured on the testing night when V; and V5 are recorded, the formula
is highly insensitive to p. Therefore, for simplicity and consistency across tests with slightly varying
air densities, and for direct comparison with CFD, a single value of 1.2215 kg/m? was used. To demon-
strate this insensitivity, if a value of 1.25 kg/m? were used for p when calculating the road-measured
drag change in Table [} the result would shift only from 13.52% to 13.48%, confirming the suitability
of using a single air density value.

An important consideration when interpreting the CFD-predicted drag changes for the inflatable and
foam cavity devices is that the simulations are based on idealised CAD geometries. In practice, dis-
crepancies existed between the CAD models supplied to the manufacturer and the final manufactured
devices. The degree of sealing between each device and the vehicle rear also has a significant impact
on the drag reduction achieved, with tighter seals generally producing greater benefits. Accurately
representing the exact level of sealing in CAD is difficult due to the shape uncertainties when working
with such devices. Therefore, the CFD-predicted drag changes for the inflatable and foam devices
should be viewed as idealised indicators for the performance achievable under optimal manufacturing
and sealing conditions.

4.1.1 Van with Inflatable Triple Cavity

A rigid triple cavity device for the Citroen Berlingo van was first outlined in [30]. An inflatable version
of this device was developed in an attempt to preserve similar performance, while offering the added
benefits of reduced weight, lower cost, and easier storage. Figure [3] outlines the final manufactured
version of this device. A key limitation of inflatable devices is that their section thickness must be
significantly greater than that of rigid devices. By having a thickened section for the cavities, the rear
projected surface area on the multi cavity device is increased, which can negatively affect the drag
reduction, as those rear surfaces are subjected to pressures below ambient static pressure. This is
especially the case for the outer and middle cavity, but less so for the inner cavity which can have a
positive pressure exerted on its rear face as it makes contact with a downstream high-pressure bubble.
Details on how a multi cavity device reduces drag using this downstream high-pressure bubble are
outlined in detail in [I2] and [30]. The contrast between the manufactured inflatable and the idealised
inflatable is shown in Figure 4 where the idealised version is free from any rippled surfaces and,
most importantly, the end of the outer cavity features a taper. This taper was omitted from the real
inflatable by the manufacturer due to the difficulty of incorporating it into the inflatable design. This
tapered surface is needed to help the device converge the wake and reduce drag. By not having the
taper, the drag reduction realised by the manufactured device was always going to be less than that
for the idealised version.
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Figure 3: A collection of images highlighting the inflatable triple cavity device for the van. This figure
demonstrates the inflation process, how it is protected from hot exhaust gases (with an image of the
shield on the VW Golf Mk7 for a better visual), and how it looks on the road from an aerial view.

One other interesting feature outlined in Figure[3] is that the device uses a silver reflective heat shield
on its underside in the vicinity of the vehicle’s exhaust pipe. This triple cavity device was one of
the first inflatable devices to be manufactured and road tested in this study. On the first attempt at
road testing with this device, the device was punctured due to the heat from the exhaust gases after
approximately 30 minutes of driving. Following this incident, all subsequent inflatable devices were
fitted with a heat shield in this area. This heat shield solution was very effective at protecting the
devices, as no future ruptures of any inflatables due to exhaust heat occurred. This device can be
inflated in approximately 2 to 3 minutes using a high-power, high-flow-rate pump (shown in Figure [3)).
The device attaches to the vehicle via hooks that engage the panel gap between the doors and body,
with straps linking the hooks to O-rings on the inflatable’s surface. Brake lights, indicator signals,
and the rear licence plate are still visible when the device is attached to the vehicle.

‘ Configuration Name ‘ Vi (km/h) ‘ Vo (km/h) ‘ Road-Measured ADrag ‘ CFD Predicted ADrag ‘
| Van Inflatable Triple Cavity | 99 | 10325 | -13.5% | -16.3%* |

Table 1: Drag change results for the van with the inflatable triple cavity.
(*) CFD prediction based on idealised geometry for the device.

Table (1| outlines the drag reduction results for this device on the van. The road-measured drag
reduction based on the road-measured speeds Vi and Vo was 13.5%. When driving on the road with
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this inflatable device, the van is noticeably much quieter, as the level of turbulence in the van’s wake
is significantly reduced due to the presence of the device. It was also observed to handle better in
corners, likely due to a more stable base wake in the slightly yawed flow encountered during cornering.
The CFD predicted drag change using an idealised model for the device was found to be 16.3%. This
was based on the delta between the CFD predicted Cp for the baseline van (0.297) and that for
the inflatable device (0.240), divided by the road value for the van’s Cp, 0.35, outlined previously
in Section [3.1.3] To quantify the effect the level of sealing between the device and the vehicle has
on the drag reduction, an additional CFD simulation was performed. This showed that if the device
was perfectly sealed against the van, the C'p value for the device drops to 0.228, producing a drag
reduction of 19.7%. This highlights the need for caution when comparing road-measured results with
CFD predictions for flexible or slightly deformable devices.

Figure 4: Outline of the CFD model and idealised shaped for the van’s inflatable triple cavity (left)
with the velocity flow field inside the device along the vehicle’s symmetry plane (right).

4.1.2 Van with Inflatable Single Cavity

Having demonstrated that an inflatable triple cavity device could be constructed, a single cavity
device was developed to offer similar performance. This was achieved mainly by changing the shape
of the bottom section, removing the taper and raising it slightly from the bottom trailing edge of
the van. This change was made because the bottom taper on the triple cavity device did not have
attached flow, and it reduced performance by increasing the rear projected surface area exposed to
underpressured flow. Additionally, removing the inner two cavities reduced the rear projected area,
which helped further increase drag reduction, as the device now carried less self drag. Figure[5]outlines
the manufactured inflatable single cavity, while Table [2] details the road-measured and CFD predicted
drag reductions. It is notable that the CFD predicted drag reduction for the single cavity (-18.0%)
is greater than that for the triple cavity (-16.3%), this is mainly due to the single cavity’s improved
outer cavity design. If another inner cavity were designed to go inside this single cavity, the drag
reduction would further improve, however, the improvement would not be as substantial as that seen
when working with rigid thin section cavities. Therefore, because of the added self drag associated
with the thicker sections of inflatable devices, implementing them as single cavities is generally more
practical, as the marginal gains from using multiple cavities are not large enough to justify the extra
material and size.
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Figure 5: Images highlighting the inflatable single cavity device on the van. Shown top right is a skin
friction coefficient contour plot along the configuration’s surface.

The road-measured speed, Vi, for the unconfigured van outlined in Table |2 is notably much higher
than that detailed in Table This was because the road testing associated with the triple cavity
device was performed with 35% throttle compression across configurations, while 37% was used for
the single cavity device. The 35% throttle compression was chosen for the triple cavity testing in
order to keep the recorded road speeds closer to 100 km/h, as it was expected that the V5 for the
triple cavity device would be quite large if testing was performed at 37% throttle compression. The
road-measured drag reduction for the inflatable single cavity device (-9.0%) was notably much lower
than that predicted by the CFD (-18.0%) for an idealised device. The cause of the deviation was
primarily due to the sizing of the manufactured device, which was slightly too large for the base of the
vehicle. This over-sizing issue can be observed in Figure b, where the top and sides of the inflatable
slightly protrude out past the base of the van into the flow. Additionally, the stated CFD predicted
value is based on a tightly sealed inflatable against the rear of the van. This level of sealing was not
present on the real device, particularly on the side sections near the van’s lights. Another major cause
of the discrepancy is the shape deviations, particularly the rippled surface and the general absence of
tapering on the top and sides, which differ significantly from the idealised device.

‘ Configuration Name ‘ Vi (km/h) ‘ Va (km/h) ‘ Road-Measured ADrag ‘ CFD Predicted ADrag ‘
| Van with Inflatable Single Cavity | 106.75 | 109.75 | -9.0% | -18.0%* |

Table 2: Drag change results for the van with the inflatable single cavity.
(*) CFD prediction based on idealised geometry for the device.
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4.1.3 Car with Foam Cavity

One of the main disadvantages of inflatable devices is the difficulty in making their shape match the
desired form drawn and studied in CAD and CFD. A solution to this was to construct a single cavity
device from foam for the VW Golf, CNC milled to allow a closer match between the CAD geometry
and the real device. The foam device shown in Figure [6] was constructed from EPS foam, wrapped in
aluminium tape, and coated in polyurea paint to provide added strength, waterproofing and general
weather resistance. The final device was a very close match with the CFD model in terms of its overall
shape. The CFD model for this device predicted a drag reduction of 27.5% as detailed in Table|3| This
idealised reduction is based on a perfect seal between the device and the rear of the car, combined with
perfect alignment of the device. The main discrepancies between the real device and the CFD model
were related to a reduced level of sealing, and the alignment of the device. On the night when this
device was road tested, the device was slightly misaligned, such that the device was tilted backwards
slightly. This can be partially seen in the top left image of Figure [ This was only observed when
reviewing the images of the road tested device after the testing and comparing them with how the
CFD model had the device aligned.

Figure 6: Images highlighting the foam single cavity device for the car with a skin friction coefficient
contour plot along the configuration’s surface shown bottom right.

Even with these deviations, the road-tested device still achieved an appreciable 17.4% drag reduction.
If the device were better sealed and correctly aligned it would be very likely to produce a drag reduction
in excess of 20%. Driving with this device on the VW Golf had a very noticeable effect on its speed and
acceleration, with the car reaching highway speeds with substantially less throttle effort. The device
was light enough to be installed on the vehicle by a single individual. Additionally, when viewed from
the rear, both the licence plate and rear lighting systems were visible with only minor obstruction.
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This device could be further refined by reducing its section thickness, taking its current size down
from approximately 150 mm to 75 mm. This would improve both rear visibility and the realised drag
reduction, as reducing the rear projected surface would lower the self drag on the cavity’s rear face.

‘ Configuration Name ‘ Vi (km/h) ‘ Vo (km/h) ‘ Road-Measured ADrag ‘ CFD Predicted ADrag ‘
| Car with Foam Cavity [ 99 [ 1045 | -17.4% | -27.5%* |

Table 3: Drag change results for the car with the foam cavity.
(*) CED prediction based on idealised geometry for the device.

4.1.4 Car with Inflatable Double Cavity

As the rear of the VW Golf was smaller than that of the Citroen Berlingo van, constructing a triple
cavity inflatable device for it was not feasible given the required section thickness for each cavity
when made from inflatable material. Therefore, to demonstrate a multi cavity inflatable device on
the passenger car, a double cavity variant was designed and manufactured, as shown in Figure
This device was made primarily to study its usability instead of pursuing a maximum drag reduction.
This was due to the van inflatable device results, which indicated that when manufacturing rear
devices from inflatable material, the gains from using multi cavity variants are only marginal due to
manufacturable shape constraints. A major issue with this device was the lack of support for the inner
cavity when connected to the outer cavity. To help support it, a cable tie chain was used to connect
the ends of the top surfaces of the outer and inner cavity, which can be seen in the images of Figure
Even with this support, the inner cavity was observed to bounce/oscillate slightly in the vertical
direction when on the road during testing.

Figure 7: Images highlighting the inflatable double cavity device for the car with a skin friction
coefficient contour plot along the configuration’s surface shown bottom right.
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Therefore, the road-measured drag reduction presented in Table 4] was always unlikely to match that
predicted with the CFD model. The bouncing issue combined with a general lack of sealing between
the device and the lower rear of the VW Golf is primarily what caused the road-measured reduction
to realise just 8% compared to the 16.4% predicted with CFD. Figure[7] includes an image showing the
level of sealing between the underside of the device and the car for the CFD model, which was tightly
sealed. This contrasted with the manufactured device, which had a noticeable gap in this region.

‘ Configuration Name ‘ Vi (km/h) ‘ Va (km/h) ‘ Road-Measured ADrag ‘ CFD Predicted ADrag ‘
[ Car with Inflatable Double Cavity [ 1025 [ 105 | -8.0% | -16.4%* |

Table 4: Drag change results for the car with the inflatable double cavity.
(*) CFD prediction based on idealised geometry for the device.

4.1.5 Car with Adapted Inflatable Double Cavity

Given that the inner cavity of the car’s inflatable double cavity was prone to bouncing, an adapted
version was created by cutting it away. This effectively made a single cavity device for the car using just
the outer section of the original double cavity. Figure [8] shows this device, while Table [5| presents its
road-measured results. Removing the inner cavity did reduce the device’s performance, demonstrating
just a 5% drag reduction for its adapted single cavity variant in comparison to its original 8% drag
reduction as a double cavity. While the realised drag reduction was smaller, the adapted version of
this device was significantly more practical and user-friendly. This is shown in the lower images of
Figure [8] which illustrate how the device can be easily manoeuvred to allow access to the vehicle’s
rear storage space.

Figure 8: Images highlighting the adapted (inner-removed) inflatable double cavity device for the
VW Golf. Shown is an outline for how the inner cavity was cut away and how the device can be
manoeuvred to facilitate access to the rear boot space and how it can be easily deflated and stored.
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Reaching through the centre of the device to open the boot was made easier with the inner cavity
removed. Additionally, the device can be easily flipped onto the roof of the car to access the boot,
or it can remain attached to the hatch as the boot opens. Another benefit of this smaller device is
that it can be quickly deflated and easily stored in the boot, taking up less space as a result of the
reduced material. The original double cavity can be stored and manoeuvred in a similar way, but it
requires more effort and must be fully deflated to fit in the boot, whereas the single variant requires
only partial deflation.

] Configuration Name \ Vi (km/h) \ Vo (km/h) \ Road-Measured ADrag ‘
’ Car with Adapted Inflatable Double Cavity \ 102 \ 103.5 \ -5.0% ‘

Table 5: Drag change results for the car with the adapted (inner-removed) inflatable double cavity.

4.2 Surface Pressure Measurements
4.2.1 Van with Rigid Triple Cavity

The inflatable triple cavity device for the Citroen Berlingo van previously detailed in Section
was based on a rigid triple cavity device which was first studied in [30]. This rigid device (shown in
Figure @ was used in this present study to quantify the changes to the van’s base pressure map once
the device was fitted. Six base pressure patches, labelled A-F, were fitted to the van’s rear, which
was divided horizontally into three sections, with patches A-B, C-D, and E-F representing the top,
middle, and lower sections, respectively. Table [6] outlines the recorded pressure deltas on each of the
six patches for the three measurement methods. The road-measured pressure deltas show that the
largest base pressure increase occurred on the lower section of the van once the device was fitted,
with patches E and F reporting increases of 64 Pa and 75 Pa respectively. The next largest pressure
increase was recorded on the middle section, with the top section showing the lowest pressure rise.

Figure 9: Images showing the locations of the six base pressure patches fitted to the Citroen Berlingo
van (left) and the rigid triple cavity device fitted to the van for testing (right).
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Patch Pressure Difference AP (Pa) ‘ A ‘ B ‘ C ‘ D ‘ E ‘ F ‘

Road-Measured 24 120 | 34 | 52| 64 | 75
RANS 58 | 63 | 52 | 91 | 36 | 49
HLES 23132130 |46 | 69 | 87

RANS Error 34 |43 |18 | 39 | -28 | -26
HLES Error 1112 -4]-6| 5 12

Table 6: Pressure deltas recorded at each of the six patches shown in Figure @ using the three different
measurement methods, with an outline for the errors between the CFD methods and the experiment.

The HLES method successfully predicted this trend with relatively high accuracy, with four out of the
six patches demonstrating an error of 6 Pa or less. In contrast, the RANS methodology predicted a
noticeably different change to the van’s base pressure map, predicting a greater pressure increase in
the upper section compared to the lower section. The limitations of RANS in accurately predicting
base pressure distributions for squareback geometries are well documented in the literature. Notably,
the AutoCFD workshops [35] [36] provide a relevant example, where simulations on a squareback
Windsor body using RANS models showed significant discrepancies compared to experimental results,
whereas scale-resolving methods demonstrated improved agreement. While RANS struggles to predict
the exact shape change to the base pressure map as a result of the rear device, it remains valuable in
predicting overall changes in Cp during development. For this device, the RANS method predicted a
total drag reduction of 65 counts once fitted to the van, while the HLES method predicted a slightly
higher 76 counts.

[30] demonstrated that predictions of drag force changes using RANS showed a high level of agreement
with on-road measurements when appendable devices were fitted to road vehicles. For example, the
road-measured drag reduction for this device on the van reported in [30] was 17.5%, which correlated
closely with the 18.6% reduction predicted using RANS. In contrast, the HLES method would have
predicted a notably higher reduction. When working with CAD models of vehicles that have smooth
undersides and no internal flows, RANS can produce results that more closely match road measure-
ments due to a potential beneficial cancellation of errors. A rear drag reduction device is likely to
produce a greater drag reduction when fitted to a vehicle with a smooth underside, as the lower tur-
bulence and improved flow attachment in the underside flow interact more effectively with the device,
leading to enhanced downstream pressure recovery and increased base pressure. Vehicles with messy
undersides will experience the opposite effect, reducing the effectiveness of the device. Therefore, the
lower drag reductions predicted using RANS are more likely to align with on-road measurements due
to a beneficial cancellation of errors when simulating such CAD geometries.
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4.2.2 Car with Foam Cavity

The foam cavity device fitted to the VW Golf Mk7, outlined in Section [4.1.3] was equipped with six
base pressure patches, as shown in Figure This was done to correlate the road-measured drag
reduction of 17.4% with a corresponding average base pressure increase resulting from the device.
Due to the difficulty in CAD modelling the exact level of sealing between the car and the device,
no comparisons are made to the CFD pressure changes, as the CFD base pressure measurements are
highly sensitive to the represented/modelled level of sealing between the device and the car. Table m
outlines the road-measured patch pressures for each of the six patches for both vehicle configurations.
The rear of the car experiences a substantial base pressure increase with the device, as it taps into a
higher downstream pressure and distributes this over its base. The cavity, particularly with its end
tapers, enhances downstream static pressure recovery, benefiting the overall base pressure increase on
the car’s rear. The top (A-B) and middle (C-D) sections experienced the largest pressure increase,
with reported deltas of approximately 50 Pa over both sections.

Figure 10: Locations of the six base pressure patches fitted to the VW Golf Mk7 during the surface
pressure testing with the foam cavity device.

Based on the percentage base pressure increases for the six patches in Table[7] the overall average base
pressure rise for the rear is likely between 40% and 50% as a result of the device. A CFD analysis of
the baseline car revealed that approximately 50% of the total drag force is carried by the rear alone.
For the real vehicle, this value is likely slightly less when accounting for the vehicle’s internal flows,
detailed wheels, and less smooth underside. Therefore, the true portion of the total drag force carried
by the VW Golf’s rear is likely between 40-50%. Taking this as 45% for the purpose of applying a
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weighting to the measured base pressure increase of 40-50%, the estimated drag reduction for this
base pressure rise is likely between 18% and 22.5%. This estimate does not account for the additional
self drag present on the foam cavity, particularly on its angled tapers and end faces, due to their rear-
projected surfaces. When accounting for this, the drag reduction is likely closer to the 18% estimate
rather than the higher value of 22.5%. Therefore, the road-measured drag reduction of 17.4% shows
reasonably good agreement with the estimated drag reduction, based on the measured base pressure
increases.

’Road—Measured Patch Pressure (Pa)‘ A ‘ B ‘ C ‘ D ‘ E ‘ F ‘

VW Golf Mk7 -107 | -110 | -114 | -111 | -100 | -94

VW Golf Mk7 with Foam Cavity -09 | 58 | -B8 | -63 | -58 | -61
Delta 48 52 o6 48 42 33
|% Base Pressure Increase| 45% | 47% | 49% | 43% | 42% | 35%

Table 7: Pressure measurements from each of the six pressure patches (as shown in Figure [10]) for the
VW Golf Mk7, with and without the foam cavity.

4.3 Surface Flow Measurements - Car with Taxi Sign

As outlined by the surface flow measurement methodology detailed in [I], averaged images of tufts
produced from video-recorded imagery provide a better understanding of surface flow in transient
regions compared to reviewing instantaneous single images. The wake of the taxi sign is one such
region, where instantaneous images reveal little about the overall surface flow behind the sign. Figure
presents an averaged image of the surface flow in the wake of the taxi sign, alongside CFD pre-
dictions of the same flow. Four distinct regions, labelled 1-4, are identifiable in the averaged image
and show good agreement with the CFD. Region 1 highlights how the flow begins to wrap inwards
far downstream in the wake of the taxi sign. Region 2 illustrates how some of the flow is able to pass
beneath the centre of the taxi sign at high speed, which is captured by the very straight alignment
of the tufts in the top image of Figure This compares well with the lower CFD skin friction plot,
where a green/orange-coloured zone is clearly identifiable in this region, highlighting this fast-moving,
attached flow.

Region 3 is identified as the end of a recirculation bubble directly behind the taxi sign along the
vehicle’s centreline, indicated by the vertical standing tufts. Identifying Region 3 using only instanta-
neous images was difficult and generally inconclusive. In contrast, the averaged image clearly reveals
its presence. The CFD predicts this feature effectively, as shown by the vector plot along the symme-
try plane in the lower image of Figure Finally, Region 4 shows a zone of reversed flow in the wake
of the taxi sign, extending along the centre of the roof noticeably far downstream. This extensive
reversed flow region is also visible in the CFD vector plot, which indicates a similar downstream ex-
tent. Overall, Figure [11]demonstrates the usefulness of averaged tuft imagery in understanding overall
surface flow patterns in highly transient regions, providing a reliable basis for meaningful, validatable
comparisons against CFD-predicted surface flow behaviour.
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Figure 11: Comparison between the road-measured surface flow and that predicted using CFD for the
VW Golf MKT fitted with the Irish taxi sign.
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5 Conclusions

e A detailed look at some of the latest developments in appendable drag reduction technology for
road vehicles was outlined, presenting results on inflatable rear cavity devices, one foam device,
and a rigid triple-cavity device. Of the inflatable devices presented, these include findings for
single, double, and triple cavity variants. These devices were road tested and simulated using
CFD on two road vehicles: a VW Golf Mk7 and a Citroen Berlingo van.

e The best-performing road-tested inflatable device was a triple cavity mounted to the van, which
reduced drag by 13.5%. Overall, inflatable devices were found to have practical benefits over
rigid devices, such as easier storage and mounting. However, their drag reduction performance
was closely linked to their manufactured shape and the level of sealing between the inflatable and
the rear of the vehicle. Producing an inflatable device that matches the CAD model used in the
CFD studies during development can be difficult, and performance degradation was observed due
to shape deviations such as rippled surfaces, thickened sections, lack of tapering, and incomplete
sealing with the vehicle.

e Due to the thickened section required when working with inflatable devices, an additional self
drag penalty is incurred, as the increase in rear-projected surface area results in an added
rearward drag force. This contrasts with thin-section rigid devices, where a panel can have near-
negligible self drag. This led to the conclusion that implementing inflatable devices as multi
cavity variants offers only marginal benefits, as the added drag reduction can be offset by the
increased self drag from the thicker cavity sections.

e The observed driving properties of the test vehicles when fitted with a rear drag reduction device
were noticeably improved over the standard vehicles. Clear increases in acceleration, reduced
throttle effort for maintaining road speeds, and improved handling while cornering were all
observed when driving with some of the most effective rear devices outlined in this article.

e Road testing with a foam cavity device mounted to the VW Golf Mk7 was found to reduce drag
by nearly 20%, with corresponding base pressure measurements indicating the device offered a
near 50% increase in base pressure inside the cavity. Additionally, base pressure measurements
taken from a van fitted with a rigid triple cavity device also showed substantial base pressure
increases. When compared with CFD, scale-resolving methods such as Hybrid-LES were found
to offer much closer agreement with the road-measured pressure deltas than the RANS methods,
even though both CFD approaches predicted similar overall drag deltas for the device.
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Abstract: The thesis summarizes the development of aerodynamics of the
facelifted Enyaq and Enyaq Coupe models (MY 2025) in the technical
development department of Skoda Auto. Through the gradual
optimization of selected parts, aerodynamics has been improved, with a
positive impact on the car's range. Several features and modifications
contributed to improving Enyaq's already good aerodynamics, such as the
new front end with the Modern Solid design, which features a slimmer
Tech-Deck Face with an optimized transition to the hood, sealing the air
duct behind the radiator grille, improved flow around the front wheels
thanks to new air curtains and new alloy wheels on offer. CFD simulations
and validation measurements were widely used during the development.

1 Introduction

Automotive aerodynamics is a technical discipline focused on the interaction between
airflow and vehicle shape. Its optimization directly affects energy consumption,
driving stability, noise levels, and overall comfort. Skoda Auto, as an established
manufacturer of passenger vehicles, systematically integrates aerodynamic principles
into the design of its models. The Enyaq, the brand’s first fully electric vehicle built
on the MEB platform, underwent structural and visual updates as part of its 2025
facelift. Although primarily aimed at design enhancement, these changes also led to
measurable improvements in aerodynamic performance. The aim of this article is to
describe the technical aspects of these modifications and their impact on the vehicle’s
aerodynamic efficiency.
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2 Skoda Enyaq and Enyaq coupé

The successful electric vehicle Skoda Enyaq has been offered in a new form since
2025. The updated model features a design aligned with the Modern Solid language
and improved aerodynamics resulting in extended driving range. The drag coefficient
(Cx) of the Enyaq model decreased from 0.256 to 0.245 compared to the previous
version, while the Enyaq Coupé improved from 0.234 to 0.225. These are among the
best values in this segment. Thanks to the improved aerodynamic drag coefficient and
other changes, the vehicle’s range increased by up to 7 km (WLTP cycle).

2.1 Project and Timeline

The project began in 2021 and followed a timeline that included several key phases—
from initial design concepts through testing to final approval. It was classified as a
“minor facelift,” focusing on changes to the front section of the vehicle, primarily
using virtual methods without physical prototypes. During development, 1,600 CFD
simulations of external aerodynamics were conducted. The project also included
extensive validation and later homologation measurements in the FKFS wind tunnel,
totaling 110 hours of testing.

2.2 Aerodynamic Optimization within the Facelift

The improvement in the aerodynamic drag coefficient is the result of changes in the
shape and function of several components across different areas of the vehicle. The
design modifications were limited to the front of the car, and thus most aerodynamic
enhancements are concentrated there. The optimized elements include:

e Air Curtain — The shape of the front bumper corner was refined to ensure
optimal airflow around the front wheels while preventing air from entering the
rear wall of the wheel arch. A central island surrounds the driver assistance
sensor within the wheel cutout trim.

e Upper Grille Transition — The upper grille, now referred to as the Tech-Deck,
features a smooth, frameless design that transitions seamlessly into the hood
without causing flow separation. The hood latch lever within the gap is now
better sealed.

e Tighter Airflow Management — Air passage to the heat exchangers has been
further sealed using two-component air guides. The soft sections of these
guides press more tightly against surrounding parts, minimizing unwanted
leaks.

e Wheel Portfolio — As part of the facelift, several wheel designs were replaced
with new, aerodynamically optimized versions. These improvements include
reshaped aluminum rims or the addition of plastic covers.
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e Rear Underbody Deflector — Although the rear section of the vehicle remained
unchanged in terms of component shape, a new underbody cover with a rubber
deflector was developed for the wagon variant to further harmonize the wake
flow. However, this part was ultimately not included in the final production
phase.

Figure 1: Overview of Optimized Areas within the Facelift

Attention was also given to tests and simulations concerning snow accumulation on
the vehicle, aimed at protecting sensor functionality under winter conditions. To
assess the impact on driving range, various accessories were tested and simulated,
including roof boxes and towbar-mounted cargo boxes.

2.3 CFD simulations

The data center in Mlada Boleslav is designed to handle demanding aerodynamic
simulations, the development of assistance systems, electromobility, and digital twins.
Its computing capacity is equivalent to the performance of more than 60,000 standard
PCs. According to the latest ranking ', Skoda Auto a.s.'s corporate supercomputer
placed 138th among the most powerful systems globally. With a performance
exceeding 8.4 petaflops/s, it represents the most powerful computing infrastructure in
the commercial sector in Central and Eastern Europe.
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2.4 [Experimental measurements in the aerodynamic tunnel

Experiments in the aerodynamic tunnel focused on validating Computational Fluid
Dynamics (CFD) methods, determining sensitivity to changes, and fine-tuning virtual
techniques for further application. This phase involved advanced measurement
techniques — dynamic surface pressure sensing on the car body using in-house
developed pressure strips, video recording of yarn movement with subsequent image
analysis to visualize wake regions and flow separation boundaries, as well as wake
traversing behind the wheels and rear of the vehicle using a multi-directional probe
arm. Additionally, airflow through heat exchangers was monitored, enabling a
detailed comparison between virtual simulation and actual flow behavior in the engine
compartment.

Figure 2: Pt Overview of optimized areas within the facelift (A — wake traversing
zone, B — traversing arm monitoring the wake behind the front wheel, C —
visualization of the measured total pressure field behind the front wheel, D —
visualization of measured flow fluctuations using video analysis of yarn oscillation,
E — overall view of the experimental vehicle in the aerodynamic tunnel)

In the final phase of the project, an additional set of aerodynamic measurements was
conducted, this time focused on obtaining aerodynamic data for determining the
vehicle’s homologation values. Various equipment configurations were tested to
assess their impact on the drag coefficient (Cx) and, consequently, on the vehicle’s
range within the WLTP process.

2.5 Summary

The Skoda Enyaq model has positioned itself among the top electric vehicles in terms
of aerodynamics. The Coupe version, achieving a drag coefficient of Cx = 0.225 ?l in
its facelifted form, currently stands as the best-performing slanted back BEV with the
hight of over 1.6m (SUV). Even the standard Enyaq variant performs excellently with
a Cx = 0.245 ¥, confirming Skoda’s strong emphasis on efficient airflow around the
vehicle and its impact on energy consumption and driving range.
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Figure 3: Overview of drag coefficient and frontal area values among competitors
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Abstract: To ensure sufficient axle load correlation can be achieved
between Climatic Wind Tunnel (CWT) chassis dynamometer testing and
track testing, coast match methodology such as that seen in SAE J2264
should be utilised to ensure any facility-imposed forces are negated. Such
methodology introduces increased test preparation time to carry out a
coast match test prior to starting CWT testing. With increased pressure to
reduce financial and environmental impact of CWT testing, an
investigation into the repeatability of CWT vehicle installations was
conducted. The investigation aimed to understand if a coast match test
was required for subsequent installations of a vehicle into a CWT having
completed an initial coast match test. An experiment was conducted to
evaluate potential influencing factors, including tyre type, tyre pressure,
dynamometer position and loading applied through the vehicle restraints.
Analysis concluded that tyre pressure and loading applied through vehicle
restraints led to the highest variability in applied force to the vehicle axles.
Implementation of control techniques through inclusion of strain gauges
to vehicle restraints reduced variability of axle loading normalised by
track road load from a range of 13.2% - 4.5% down to 5.6 % - 1.8 % across
speeds of 0-100 kph. Leveraging an improvement in vehicle installation
repeatability allowed a singular coast match test to be utilised for
subsequent vehicle tests, reducing both financial and environmental
impact of CWT testing.
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1 Introduction

As part of the vehicle development cycle, Climatic Wind Tunnel (CWT) testing
provides a crucial role in validating the thermal performance, robustness and
efficiency of a vehicle. There are two main aspects of CWT testing, with the first
being the control of environmental conditions, including Ambient Temperature,
Relative Humidity, Solar Irradiation and Wind Speed. The second main factor is the
force applied to the vehicle wheels via a chassis dynamometer. This is often referred
to as the vehicle road load and is applied to the wheels via the chassis dynamometer
rolling drums (often referred to as “rollers™) located directly below each wheel. Figure
1 below shows an example of a chassis dynamometer within a CWT.

Figure 1 — Image of a chassis dynamometer within a CWT

A vehicle restraint system is utilised to maintain the vehicle in a stationary position
on the chassis dynamometer, while ensuring the forces generated by the vehicle are
transferred from the wheels to the power absorbers connected to the dynamometer
rollers. To restrain the vehicle, a number of solutions are available. These include hub
mounted, recovery point and floor anchor restraints. For this investigation only floor
anchor restraint systems were evaluated due to the wider prevalence of those systems
within UK based climatic facilities used for development.

As thermal system behaviour is highly influenced by the loading applied to the vehicle
wheels, care must always be taken to ensure that the forces applied on a chassis
dynamometer accurately reflect the real-world condition aimed to be evaluated.
Coastdown match methodology, consisting of a ~1hr test prior to vehicle testing, is
often utilised in line with best practices [1], to allows the differences in force between
real world road load and dynamometer road load to be compensated.

To ensure all testing is carried out at the correct road load, a coastdown match test
would be required at every instance a vehicle is installed onto a chassis dynamometer
due to the variable vertical drive-axle static suspension deflection associated with
lower control arm mounted floor anchor restraints. With increased financial and
environmental pressures on vehicle development cycles, an investigation was
highlighted to determine the level of variability between vehicle installations to
evaluate if a singular coast match test could be utilised for subsequent vehicle
installations.
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If suitable control actions could be identified, a potential reduction in facility
utilisation could be achieved through a reduction in the number of coast match tests
required, both reducing the financial and environmental impact of vehicle
development.

2 Investigation

2.1 Restraint System Methodology

A floor anchor restraint system commonly utilises four floor anchors and chains that
connect to steel straps fitted around the lower control arms of the vehicle. Typically,
the floor anchors are connected to steel straps on the opposite side of the vehicle to
reduce lateral vehicle movement. Figure 2 & Figure 3 below shows a floor anchor
restraint system within a CWT, applied to a Range Rover Sport.

Figure 2— Front view of floor anchor Figure 3 — Rear view of floor anchor
restraint system applied to a Range Rover restraint system & safety restraints applied
Sport. to a Range Rover Sport

As can be seen in Figures 2 & 3, the tension of the vehicle restraints can be adjusted
using the ratchet mounted next to the floor anchor point. A typical vehicle installation
process involves positioning the vehicle on the dynamometer, setting the roller
spacing to match the vehicle wheelbase and then restraining the vehicle to the
dynamometer via the chains connected to the floor anchor restraints and lower control
arm steel straps. The chain restraints are tensioned until deemed suitably pre-loaded
by the facility operator. During this tensioning event, often static suspension
deflection greater than Smm is noted.

Post installation, the facility operator would inspect the vehicle and restraint
arrangement before allowing a coast match test to be carried out.
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2.2 Coastdown Match Methodology

To conduct a coast match test, a number of different methods can be utilised. For the
purposes of this investigation, the Environmental Protection Agency (EPA) adopted
process as detailed in SAE J2264 was utilised [2]. The methodology consists of the
following process as shown below in Figure 4.

Soak vehicle at Set Dyne K: factors
23°C to warmup factors

(K2 & mass only)

N T

Warmup Vehicle

S R

Perform a
(™| coastdown from

135kph to 5 kph

Match
Status within
Tolerance

No
Coastdowns
>8

o

N

Input updated K:
factors

Match
Status within
Tolerance

Perform another
validation
coastdown

Match
Status within
Tolerance

Coast match
complete. Note K:
factors

Ceastmatch failed -
remave vehicle

Coastdowns
>10

Figure 4 - EPA Coast Match Process

As seen in Figure 4, the coast match procedure consists of an iterative process, starting
with a warmup phase followed by an iterative matching phase. The warmup phase is
utilised to ensure driveline fluid temperatures are stabilised at a nominal running
temperature prior to completing the matching process. The outcome of the matching
process is a set of K: factors matched to the target road load and compensated for the
additional imposed resistances of the vehicle test arrangement.

As detailed in SAE J2264 4.2.3, the coast match test completed may only be re-used
for subsequent testing if the static suspension deflection is less than Smm. As the
deflection is often greater than Smm for a floor anchor restraint system, a repeat coast
down match test would be required to ensure the correct vehicle loading is applied for
subsequent testing, aligned with best practices detailed in SAE J2777 202211 4.2 [1].

For testing the thermal performance of an Internal Combustion Engine (ICE) vehicle,
the addition of a coastdown match test is relatively easy to contain as a stabilisation
period for the driveline fluids is required prior to the test commencement, therefore
no soak condition is required. However, for a Battery Electric Vehicle (BEV) or ICE
efficiency testing, a pre-test soak is required during which time the vehicle cannot be
driven, such as during test schedules shown in SAE J1634 202104 [3].
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As aresult, for BEV testing, a coast match test must be carried out prior to the vehicle
soak in the CWT, leading to facility underutilisation as the vehicle cannot be soaked
in a separate facility, which can result in over 9.5 hours of non-productive CWT time.
Figure 5 below shows the process flow of carrying out BEV CWT testing from a
soaked condition when a pre-test coast match test is required.

Figure 5 - BEV CWT Pre-Test Schedule with Coast Match

2.3 Repeatability Investigation

To determine the change in force applied to the vehicle between installations, an
investigation into the major influencing factors was devised. A review of existing
literature highlighted a number of key factors likely to influence the force applied to
the vehicle, namely vehicle tyre pressure, tyre temperature, vertical loading and
dynamometer wheelbase alignment. [3][4].

2.3.1. Test Equipment

For this investigation, a Range Rover Sport was used. The vehicle was fitted with
supporting instrumentation and logging equipment to capture vehicle driveline fluid
temperatures, powertrain torque, wheel and engine speed alongside tyre temperature
and pressure. Table 1 below details the key vehicle attributes.

Vehicle Parameter Test Vehicle
Vehicle Model Range Rover Sport
Powertrain Petrol Turbocharged Inline 6-cylinder MHEV
Driveline 4WD with fixed centre transfer case
Tyre Size 275/40 R22 108Y
Nominal Inflation Pressure 36 PSI
Vehicle Test Mass 2405 kg

Table 1 - Test Vehicle Details

The facility utilised for the investigation was a Climatic Wind Tunnel located at JLR
Gaydon in the UK, with a schematic shown below in Figure 6.

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



Figures 6 - Chassis Dynamometer Side & Top Profile Schematics

As shown in Figure 6, the z-height between the floor anchor point and vehicle lower
control arm mounting point can vary dependent on the vehicle that is being tested and
the location of the suspension lower control arms. The specification of the vehicle
chassis dynamometer can be seen in Table 2.

Facility Parmeter

Facility Specification

Roller Surface

Anti-Slip Coating

Roller Type Twin Axle Single Roller
Roller Width 0.6 m
Roller Diameter 1.70 m
Maximum Wheelbase 320m
Restraint Type Floor Anchored Chains
Fan Nozzle Outlet Area 6.75 m?

Table 2 - Climatic Wind Tunnel Dynamometer Specifications

2.3.2. Influencing Parameter Evaluation

Having reviewed surrounding literature and the physical vehicle installation, a number
of key influencing parameters were identified as shown in Table 3 below [3][4][5].

Variable Constant / Varied
Tyre Temperature Constant
Tyre Type Constant
Tyre Pressure Varied
Dynamometer Roller Positioning Varied
Restraint Tension Varied
Ambient Temperature Constant

Table 3 - Influencing Parameter Type
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Tyre temperature, tyre type and ambient temperature were all determined to be
constant as they would be expected to remain consistent between coast match tests.
To evaluate the impact of each variable on the outcome of the coast match test, a fixed
procedure was utilised as seen below in Figure 7.

Figure 7 - Test Process Methodology

As in Figure 7, the procedure included a warmup duration of a minimum of 30 minutes
at 118 kph to ensure consistent pre-test driveline fluid and tyre temperatures, aligning
with standard JLR practices for WLTP type approval as per GBR-20171151 [6]. To
ensure reliability of results generated, repeat testing was carried out for each test
condition and an average of results taken with the exception of variation of the
restraint tension whereby each test condition was considered individually. Table 4
below shows the test conditions evaluated.

Test Number Tyre Dynamom'eFer Roller Restraint Tension | Repeats
Pressure Position
1 36 PSI Centred Baseline 4
2 36 PSI -60 mm from centre Baseline 2
3 36 PSI -30 mm from centre Baseline 2
4 36 PSI -10 mm from centre Baseline 2
5 36 PSI +10 mm from centre Baseline 2
6 36 PSI +30 mm from centre Baseline 2
7 36 PSI +60 mm from centre Baseline 2
8 16 PSI Centred Baseline 2
9 26 PSI Centred Baseline 2
10 46 PSI Centred Baseline 2
11 36 PSI Centred Configuration 1 2
12 36 PSI Centred Configuration 2 2
13 36 PSI Centred Configuration 3 2
14 36 PSI Centred Configuration 4 2
15 36 PSI Centred Configuration 5 2
16 36 PSI Centred Configuration 6 2
17 36 PSI Centred Configuration 7 2
18 36 PSI Centred Configuration 8 2

Table 4 — Repeatability Test Matrix

As seen in Table 4, to determine the repeatability of restraint tension, 9 technicians
were chosen to set the restraint tension on the dynamometer as per normal setup
process. This was captured in the baseline restraint tension and 8 subsequent restraint
tension configurations.
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2.3.3. Baseline Results

To assess baseline repeatability of the process without altering any test variables,
four consecutive baseline tests were conducted. Analysis of the data collected
indicated a baseline force variation, normalised by track road load, of ~0.4% - 1.2%
over a range of 0-100 kph as shown in Figure 8, demonstrating low test to test force
variation. Dynamometer position was then evaluated as shown in Figure 9.

Figure 8 — Baseline Testing Force Figure 9 — Dynamometer Position Testing
Variation Force Variation

As seen in Figure 9, dynamometer position change of -60mm to +60mm from nominal
led to a maximum force variation of 2.7% - 1.0% of track road load across a speed
range of 0-100 kph. Whilst this was greater than the normal test to test variation, this
was deemed of lower significance to overall load variation.

As shown in Figure 10, the evaluation of tyre pressure from 16 PSI to 46 PSI yielded
a significant maximum force variation of 59.3% - 19.8% of the track road load over a
speed range of 0-100 kph.

Figure 10 — Tyre Pressure Testing Figure 11 — Restraint Tension Testing
Force Variation Force Variation

To evaluate the effect of restraint tension, the force applied through the restraints was
varied, with the vehicle maximum force variation shown in Figure 11 above.
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This was achieved by asking nine technicians to each follow the normal installation
process, whilst keeping the chain mounting location on the vehicle consistent.

The effect of varying chain tension through the normal installation process led to a
variation in force of 13.2% - 4.5% over a speed range of 0-100 kph. This was deemed
a significant variation in force applied to the vehicle between vehicle installation
conditions. The combined results of the maximum force variation normalised by track
road load over a range of 0-100 kph can be seen in Figure 12 below.

Figure 12 — Combined Maximum Force Variation

Overall, the initial results indicated that tyre pressure and restraint position had the
most significant influence on tractive force applied to the vehicle. Additional plots
can be seen in Appendix A — Baseline Test Results.

3 Control Measures

Having conducted baseline testing, a series of control measures were proposed to
reduce to the variability in force between coast match tests. In line with facility best
practice, a process to ensure tyre pressure and dynamometer positioning consistency
between tests was implemented. To address dynamometer restraint forces applied, a
more novel solution was required.

3.1 Restraint Tension Control Methodology

A series of z-axis load cells, commonly used in lifting applications, were proposed to
be implemented at the floor anchor point of the vehicle restraint system. This would
allow measurement of the axial forces imposed on the restraint system chains and
ensure the user could replicate a previous coast match installation. For this
application, Applied Measurements Z-Beam load cells and IPEtronik measurement
equipment were chosen [7]. Figure 13 below shows the implementation of the load
cells at the base of the restraint system.
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Figure 13 — Z-Beam load cells fitted at the anchor points of a chassis dynamometer restraint
at the front and rear of a Range Rover Sport.

As can be seen in Figure 13, the load cells were located at the anchor point of the
chassis dynamometer restraints. The axial force imposed on the restraint system could
be decomposed as the combination of the vertical and longitudinal applied loading to
the vehicle.

To ensure that the measurements from the load cells could be utilised to control the
vertical loading applied via the restraints, an iterative process for vehicle installation,
aiming to match the initial installation force, was devised as seen in Figure 14,

Figure 14 — Vehicle Installation Process Flow

To determine the process tolerance, an exercise was conducted with several facility
technicians to ascertain an achievable tolerance within the tight timeframe required to
install a a vehicle. The result of this exercise led to an agreed achievable tolerance of
+0.5 kN per restraint. Subective feedback from the technicians involved in the activity
was that this tolerance could be more easily achieved by setting slightly higher tension
in the restraints during the initial installation. This was deemed acceptable due to the
low effect of restratint tension on vehicle wheel slip [8].
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4 Control Testing & Results

To determine the impact of the addition of the vehicle restraints control process, a test
matrix was devised, utilising test cases 10-18 of Table 4. As per the original baseline
testing, 9 fitters were utilised, with the first vehicle installation being utilised to
generate the reference restraint loading and the subsequent installations targeting a
tolerance of 0.5 kN per restraint. Carrying out the test process as described in 2.3.2
yielded the results shown in Figure 15 below.

Figure 15 - Restraint Tension Control Process Force Variation

As can be seen in Figure 15, the implementation of the restraint tension control
process yielded a maximum force variation of 5.6% - 1.8% of the track road load over
a speed range of 0-100 kph. This result was compared to the initial baseline test results
for restraint tension control test cases 8-18. The comparison showed a reduction of
force variation between 3.0% - 7.0% of the track road load over a speed range of 0-
100 kph as seen below in Figure 16.

Figure 16 — Restraint Tension Baseline to Figure 17 — Power & Energy Change
Control Process Force Variation Change between Baseline and Control Process
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The effect of the force reduction shown in Figure 16 was applied to a 4-hour cruise
cycle, where the resulting change in vehicle force was reflected in the change in power
and energy consumption as seen above in Figure 17.

The implementation of the control process for restraint tension demonstrated a
reduction in tractive power of up to 628 W at 100 kph, which applied to a 4-hour
cruise use case would result in an expected reduction in tractive energy of ~2.5 kWh.

5 Conclusion & Recommendations

Overall, an investigation was conducted to assess the variability of tractive force
applied to a vehicle when influenced by normal operating parameters of a climatic
wind tunnel with a floor anchor restraint system. Baseline testing yielded results
indicating a significant variance in tractive force due to changes in restraint tension
applied to the vehicle. A novel solution was proposed to implement restraint tension
monitoring equipment and a process devised to ensure consistent vehicle restraint
tension upon installation of a vehicle into a climatic wind tunnel. Validation testing
of applied control techniques demonstrated a reduction in variability of axle loading
normalised by track road load from a range of 13.2% - 4.5% down to 5.6% - 1.8%
across speeds of 0-100kph. As applied to a 4-hour cruise use case at 100 kph, a change
in tractive energy of up to ~2.5 kWh was noted for a Range Rover Sport with the
reduction in tractive effort.

Overall, the process implemented provided sufficient confidence in the repeatability
of the installation process to allow all thermal performance and feature development
testing to be carried out with a singular coast match test, without the requirement for
subsequent coast match tests. This improvement in operational efficiency was
estimated to save ~20 hrs of climatic wind tunnel time per ICE vehicle test programme
and ~190 hrs per BEV vehicle test programme. Deployment of the control process
demonstrated an active improvement in facility operational efficiency with negligible
impact on vehicle installation time and facility maintenance requirements.

Overall, the author recommends that climatic wind tunnels utilising a floor anchor
restraint system adopt the methodology described in this paper to reduce variability
in axle loading due to restraint tension, allowing optimisation of facility time and
reduction in environmental impact of vehicle development. Going forward, the author
recommends further work to review the tolerance value associated with the use of the
restraint monitoring process and to define if any further reduction in installation
variability can be achieved through a tighter tolerance.
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7 Appendix A — Baseline Test Results

Figure 18 - Baseline Testing Force Variation Min, Max, Avg

Figure 19 - Dynamometer Position Testing Force Variation Min, Max, Avg
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Figure 20 - Tyre Pressure Testing Force Variation Min, Max, Avg

Figure 21 - Restraint Tension Testing Force Variation Min, Max, Avg
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8 Appendix B — Control Process Test Results

Figure 22 - Restraint Tension Control Process Force Variation Min, Max, Avg
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Abstract: With the rapid development of the automotive industry, the
optimization of automotive thermal management systems is crucial for
improving overall vehicle performance, safety, and reliability. This article
focuses on the multi-dimensional integration technology in the full-scale
automotive climate numerical wind tunnel, and elaborates on how to use
this technology to accurately simulate and calibrate automotive thermal
hazards. By constructing an accurate heat damage simulation model and
combining it with the real working conditions simulated in wind tunnels,
the heat damage situation of automobiles in different environments is
simulated and analyzed, and strict calibration verification is carried out
based on experimental data. The research results indicate that the multi-
dimensional integration technology based on full-scale automotive
climate numerical wind tunnel can effectively improve the accuracy of
thermal hazard simulation, provide strong support for the optimization
design of automotive thermal management systems, and help the
automotive industry make further breakthroughs in energy conservation,
emission reduction, and improving driving comfort.

This article delves into the difficult problem of automatic calibration for
full-scale automotive climate numerical wind tunnel thermal damage
simulation. The vehicle thermal management simulation model for
automobiles contains a large number of parameters, and accurate
numerical values are difficult to obtain. Parameter calibration is crucial.
Therefore, this article constructs an automated optimization process and
adopts a dual track technical path: one is manual calibration based on
experimental data comparison and expert experience, and the other is
intelligent calibration with the help of multiple technical means. At the
key technical level, a parametric simulation process is built through
graphical software, integrating multiple DOE algorithms, conducting
sensitivity analysis, clarifying the sensitivity ranking of input parameters,
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and using artificial intelligence algorithms to generate and train proxy
models, significantly reducing simulation computation time. The above
method ensures that the temperature error between the simulation model
and the corresponding position of the test measurement point is controlled
within an acceptable engineering range of 5% under the premise of
accurately loading the simulation boundary conditions, significantly
improving the accuracy and reliability of the simulation results of
automotive thermal management and greatly enhancing the calibration
efficiency.

1 Introduction

1.1 Research background and significance

In the actual operation of automobiles, heat damage seriously affects the performance,
reliability, and service life of vehicles[1-3]. When a car is in motion, components such
as the engine and exhaust pipe generate a large amount of heat. If they are not
dissipated in a timely and effective manner, it can lead to high temperatures in the
components, causing a series of problems such as increased wear and tear, decreased
lubricating oil performance, electronic component failure, and even endangering
driving safety[4-6]. In addition, in high temperature environments, the driving
comfort inside the car will also be greatly reduced. Therefore, it is of great practical
significance to conduct in-depth research on the problem of automobile heat damage
and seek effective solutions.

Traditional research methods for automobile heat damage often rely on actual vehicle
testing. However, actual vehicle testing is not only expensive and time-consuming,
but also limited by environmental conditions, testing sites, and other factors, making
it difficult to comprehensively and systematically study heat damage issues under
various working conditions[7,8]. The emergence of full-scale automotive climate
numerical wind tunnels has brought new opportunities for the study of automotive
thermal hazards. It can simulate various complex climate conditions and driving
conditions, and through multi-dimensional integration technology, couple and analyze
multiple physical fields, providing a more realistic and accurate simulation
environment for automobile heat damage simulation, which helps to deeply
understand the mechanism of heat damage and provide scientific basis for the
optimization design of automobile thermal management systems[9-11].

1.2 Current research status at home and abroad
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In the field of automotive heat damage research, foreign research started early and
achieved fruitful results. Developed countries in the automotive industry, such as
Europe, America, and Japan, are leading in thermal damage testing and simulation
with advanced full-scale automotive climate wind tunnel laboratories and numerical
wind tunnel simulation models[12,13].Mercedes Benz conducted research on engine
compartment heat damage under different climatic conditions through numerical
simulation technology, optimized the layout of heat dissipation channels, and reduced
the high-temperature failure rate of engines by 18%. BMW Group utilizes wind tunnel
testing and finite element method to simulate the thermal degradation process of the
braking system. By improving the material and structural design of the brake disc, the
high-temperature stability of the braking system has been effectively enhanced[ 14].In
the research of simulation algorithms, Stanford University in the United States
proposed an improved finite volume method, which increases the computational
efficiency of fluid solid coupling by 30%, significantly enhancing the real-time and
accuracy of thermal damage simulation[15].

Although the research on automobile heat damage started relatively late in China, it
has developed rapidly. The Shanghai Ground Transportation Wind Tunnel Center
relies on advanced wind tunnel equipment to conduct research on thermal flow
problems in automotive engine compartments[16].The Automotive Wind Tunnel
Laboratory of China Automotive Center conducted in-depth analysis of the flow field
in the pure motor compartment through a combination of experiments and
simulations, and optimized the matching design of the cooling fan and radiator[17].In
terms of research institutions, Tsinghua University has made progress in handling
boundary conditions for thermal hazard simulation, proposing a dynamic boundary
setting method based on actual road conditions, which has improved the fit between
simulation results and real vehicle road tests[18].Despite numerous achievements in
domestic and international research, there are still significant pain points. Firstly, the
deep application of multivariate integration technology in thermal hazard simulation
is insufficient. Existing research mainly focuses on single physical fields or simple
coupling analysis, and the simulation accuracy of multi physical field coupling effects
such as fluid, heat transfer, and thermal radiation under complex working conditions
1s limited. Secondly, the accuracy and universality of simulation model parameters
are poor, with significant differences in material characteristics among different
vehicle models and components. Existing model parameters are difficult to adapt to
diverse scenarios, resulting in simulation result errors generally exceeding 15%.
Thirdly, the collaborative calibration efficiency between experiments and simulations
is low, traditional wind tunnel test data acquisition and processing take a long time,
and simulation model parameter adjustment relies on empirical trial and error, which
cannot meet the rapid iteration requirements of automotive research and development.

2 Full scale automotive climate numerical wind tunnel test
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2.1 Structure and Function of Full Scale Automotive Climate Numerical Wind
Tunnel

The full-size automotive climate wind tunnel is a large-scale testing facility that can
simulate the real driving environment of automobiles. Its structure mainly includes
the tunnel body, driving system, measurement and control system, and climate
simulation system. The tunnel body is the core part of a wind tunnel, usually adopting
a closed or semi closed structure, with sufficient internal space to accommodate a
complete car for testing. The driving system uses a powerful motor to drive the fan,
generating stable and controllable airflow, simulating the wind speed during car
driving. The measurement and control system is responsible for accurately measuring
and controlling parameters such as airflow velocity, temperature, and pressure inside
the wind tunnel, ensuring the accuracy and stability of the test conditions. The climate
simulation system can simulate various complex climate conditions, such as high and
low temperatures, solar radiation, rainfall, snowfall, etc., providing a diverse
experimental environment for the study of automobile heat damage[19].The function
of the full-size automotive climate wind tunnel is very powerful, which can deeply
study the thermal management performance of automobiles under high and low
temperature, wind, frost, rain, snow, fog and other climate conditions, as well as
cloudy and tunnel environments[20].By installing different sensors and measuring
devices in wind tunnels and vehicles, real-time monitoring of temperature changes,
airflow distribution, and heat dissipation performance parameters of various
components of the car can be achieved, providing rich data support for research on
car heat damage. In addition, wind tunnels can also be integrated with other testing
equipment, such as road load simulation systems, thermal road simulation systems,
etc., to further expand their testing functions and achieve comprehensive simulation
of complex automotive operating conditions.

The following figure shows the structure of the horizontal reflux 3/4 opening full-size
climate wind tunnel of China Automotive Technology Research Center:

Figure 2.1-1: Climate Wind Tunnel Laboratory of China Automotive Technology
Research Center

The various parameter indicators of the wind tunnel are shown in the following table:

Table 2.1.1-1: Climate Wind Tunnel Parameter Indicators

Parameter Specification
130 km/h with the large nozzle ( 13.2 m2 nozzle)
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Maximum wind speed

250 km/h with the small nozzle (8.25 m2 nozzle)

Velocity uniformity lo(U/Umean) <0.5%
(Small nozzle: X=1m, Y=+1.2 m, Z=0.2 m to
. lo(Aa) <0.5°
Flow angularity

l1o(AB) <0.5°
(Small nozzle: X=1m, Y=*1. 1 m, 7Z=0.2 m to

Turbulence Intensity

Tu<0.5% (f=20Hzto 4 kHz)

Uniformity (Small nozzle: X=1m, Y=%1.0 m, Z=0.2 m to
Wind speed controllability Under steady state conditions, the wind speed
Boundary Layer 0*<4mmatX=1m

Axial Static Pressure
Gradient

dCp/dx <0.002 m- 1
(X=1mto9m, Y=0,7=1 m)

Static Pressure Pulsations Cprms < 0.02
(X=7m,Y=4.5m)
Air temperature range -40°C to +60°C

Air temperature uniformity

1o(T) <0.5°C

Air temperature

Under steady state conditions, the air temperature

Air temperature transition
time limits (at 110 km/h)

+ 10°C to +45°C in less than 43.75 minutes
+45°C to +10°C in less than 43.75 minutes

Humidity range

5% RH to 95% RH
(non-condensing, maximum dewpoint = 36.7°C)

Humidity controllability

Under steady state conditions, the humidity shall

Humidity transition time
limits

20%RH to 80%RH in 30 minutes at 35°C
80%RH to 20%RH in 30 minutes at 35°C

Background Noise Level

80 dB(A) at 100 km/h (measured out-of-flow)

Numerical wind tunnel is a 1:1 reconstruction of a physical wind tunnel, establishing
a virtual simulation wind tunnel, reproducing various climate conditions in the
physical wind tunnel on a computer, and using CFD methods to obtain low-cost, fast,
and accurate thermal performance results of vehicles. Due to the main testing area
being located in the chamber, in order to reduce computational costs, the numerical
wind tunnel intercepts the flow channels between the chamber and the front and rear
corners. The main retained components include the contraction section, evaporator,
honeycomb device, chamber, nozzle, boundary layer suction porous plate, sunlight
simulation device, chassis dynamometer hub, vehicle fixing device, collection port,
and collection section flow channel. As shown in the following figure:
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Figure 2.1.3: Climate Numerical Wind Tunnel

Figure 2.1.4: Boundary layer suction device  Figure 2.1.5:Adjustable nozzle

Figure 2.1.6: Sunshine Simulation Device Figure 2.1.7: Chassis dynamometer hub

2.2 Experimental equipment and instruments

The equipment required for full-scale automotive climate numerical wind tunnel
testing mainly includes the wind tunnel body, climate simulation system, measuring
instruments, etc. The wind tunnel body provides a stable and controllable airflow
environment, and its fan system can generate airflow of different wind speeds to
simulate the working conditions of a car at various speeds; The climate simulation
system can adjust environmental parameters such as temperature, humidity, and solar
radiation intensity inside the wind tunnel to simulate different climate conditions. The
parameters of the wind tunnel equipment are shown in the following table:
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Table 2.2-1: Parameters of Climate Wind Tunnel Equipment

No. Equipment Parameter
1 Master Nozzle 8.25m2
2 Master Nozzle Max. Wind Speed 250km/h
3 Truck Nozzle 13.2m2
4 Truck Nozzle Max. Wind Speed 170km/h
5 Reverse Wind Max. Speed 20km/h
6 Wind Speed Control Tolerance <+(.5km/h
7 Vehicle Speed Range 0~250km/h
8 Temperature Range -40~+60°C
9 Temperature Control Tolerance <£0.5 °C
10 Humidity Range 5~95%
11 Humidity Control Tolerance <+3%
12 Solar Simulation Intensity 300~1200W/ m2
13 Other abilities Hot Road Simulation

Rain & Snow Simulation

Measuring instruments are used to obtain various physical parameters during the
experimental process, mainly including temperature sensors, wind speed sensors, flow
sensors, radiation sensors, etc. The temperature sensor uses high-precision
thermocouples or platinum resistors to measure the surface temperature of various
components of the car, engine coolant temperature, air temperature, etc, Wind speed
sensors typically use pitot tubes, cobra probes, or impeller anemometers to measure
the airflow velocity distribution inside the wind tunnel and the airflow distribution on
the surface of the cooling module. Pressure sensors are used to measure parameters
such as high and low pressure in refrigerant systems, tire pressure, etc. Radiation
sensors are used to measure the thermal radiation intensity of the car roof, providing
boundary inputs and reference targets for thermal hazard analysis. The main focus of
this analysis is on the temperature target of vehicle heat damage, using two types of
temperature sensors: high temperature and low temperature. The model parameters
are shown in the table below:

Table 2.2-2: Temperature Sensor Parameter Table

No. Model Lengh(m) Measuring Temperature resistance
range(°C) limit of cables(°C)
1 Armored K- 5 -200°C~1000°C -200°C~400°C
2 Type K 5 -50°C~260°C -50°C~260°C

The temperature measuring points of ordinary thermocouples are rolled into a coil
shape and attached to the surface of the object being measured with cloth tape. The
cables are fixed at room temperature along the way with tape. Finally, the sensor wire
harnesses at similar positions are tied and tied with zip ties, and the other end is
connected to the data acquisition instrument. High temperature thermocouples are
armored and not easily bent. The measuring point is glued to the surface of the object
being measured with iron, and the high-temperature resistant section behind the
measuring point is fixed to the nearby pipe section with a metal clamp to ensure the
stability of the measuring point during testing. It should be noted that when pasting
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measuring points, the beginning and end of each sensor should be uniformly marked
with label paper to avoid confusion in measuring point output after multiple cables
are tied together. After connecting all measuring points to the data acquisition
equipment, open the testing software to check the signal status and ensure that all
sensors can output temperature values in a timely and accurate manner. The layout
methods of two types of sensors on the vehicle are shown in the following figure:

Figure 2.2-1: Layout of Type K Figure 2.2-2: Layout of Armored K-type

2.3 Test conditions and results

During the experiment, various physical parameter data were collected in real-time
using measuring instruments, and stored and transmitted through a data acquisition
system. The temperature data collection frequency is 1HZ. The collected data needs
to be preprocessed, including data filtering, outlier removal, and other operations, to
improve data quality. Then, use data analysis software to perform statistical analysis
on the processed data. By analyzing the experimental data, the temperature
distribution information of various components of the car under different working
conditions is obtained, providing a basis for the calibration of the thermal damage
simulation model. The following table shows the average temperature values of each
thermal equilibrium stage after data processing in this experiment. Among them, the
ambient temperature, vehicle speed, and surface temperature of the heat source are
used as simulation input conditions, and the surface temperature of the target
component is the target value calibrated by simulation.

Table 2.3-1: Surface Temperature Values of Heat Sources for Vehicle Thermal
Balance Test

Heat source Surface measurement point temperature(°C)

components Medium speed High speed Maximum
climbing(60kph)  climbing(110kph) speed(150kph)
1 Cylinder head 101.23 89.46 85.63
2 Cylinder linder 106.40 93.71 90.23
3 Cylinder block 119.55 102.69 96.00
4 Oil pan 117.81 107.11 104.45
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5  Engine side cover 112.93 101.07 98.92
6  exhaust manifold 121.00 110.88 108.07
7 Cold end of 83.38 87.92 91.36
8 Hot end of 639.89 625.19 629.28
9 Pre urging 643.98 611.77 618.88
10 Pre urging 240.39 165.45 139.52
11 Front pipe of 542.29 503.56 502.60
12 Corrugated pipe 213.29 142.09 132.29
13 Main reminder 525.67 487.18 484.15
14 Main reminder 355.96 299.11 287.67
15 Front 434.70 380.29 375.56
16 Front 153.78 111.97 97.86
17 Front 427.97 382.03 384.25
18 Central muffler 180.38 131.76 129.00
19  Front pipeline of 358.76 307.95 306.20
20 Rear muffler 277.37 229.09 227.77
21 Tail pipe 281.44 239.20 271.57

Table 2.3-2:Temperature Table of Target Components for Whole Vehicle Thermal
Balance Test

Surface measurement point temperature(°C)

Target component ™ y7q 45, speed High speed Maximum
climbing(60kph) climbing(110kph) speed(150kph)
Exhaust lifting ear 110 85 80

3 Construction of Automotive Thermal Damage Simulation Model Based on
Multivariate Integration Technology

3.1 Modeling and Grid Division

Grid partitioning is one of the key steps in constructing a simulation model for
automotive thermal hazards, and the quality of the grid directly affects the accuracy
and computational efficiency of the simulation results. In the thermal hazard
simulation of full-scale automotive climate numerical wind tunnel, due to the complex
structure of the automotive model and the drastic changes in the flow and temperature
fields, a mixed grid partitioning method is usually used. For key parts such as the car
body and engine compartment, high-precision unstructured hexahedral grids are used
for partitioning to accurately capture complex geometric shapes and physical
phenomena; For areas far away from cars, use sparser grids to reduce computational
complexity. At the same time, boundary layer mesh division is carried out at the
interface between fluid and solid, and in areas with large temperature gradients, with
local mesh refinement to ensure computational accuracy. In addition, in order to
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improve the quality of the grid, it is necessary to perform smoothing treatment on the
grid to avoid problems such as distortion and distortion. The following table shows

the mesh division parameters of the wind tunnel:

Table 3.1-1: Grid Parameter Setting Table

No. Project Parameter
1 Body mesh type Trimmer
2 Total thickness of boundary layer 2 mm
3 Boundary layers 2=
4 Boundary layer growth rate 1.3
5 Total number of body grids 76748

The grid division is shown in the following figure:

Figure 3.1-1: Longitudinal section mesh of the whole vehicle and wind tunnel

Figure 3.1-2: Vehicle Grid Encryption Zone
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Figure 3.1-3:Grid of Body Surface Layer  Figure 3.1-4:Engine Compartment Grid

3.2 Boundary condition setting

The accurate setting of boundary conditions is an important prerequisite for ensuring
the reliability of simulation results. In the thermal hazard simulation of a full-scale
automotive climate numerical wind tunnel, the boundary conditions mainly include
the following categories:

e 1. Entrance boundary conditions: Set the air flow velocity and temperature
parameters based on the simulated working conditions in the wind tunnel. For
the driving conditions of automobiles, the wind tunnel nozzle is usually set as
the air flow inlet, with the speed direction opposite to the direction of the car's
travel. For simulations of different climate conditions, the temperature and
density parameters of the inlet air are adjusted.

e 2. Export boundary conditions: generally set as pressure outlet, with a value of
atmospheric pressure. On the premise of ensuring stable calculation, the setting
of outlet pressure should be as close as possible to the actual working conditions
to avoid problems such as reflux caused by improper outlet pressure setting
affecting the calculation results.

e 3. Wall boundary conditions: For solid walls such as car bodies and engine
compartment components, non slip boundary conditions are adopted, which
means that the air flow velocity at the wall is zero. For heating components such
as engines and exhaust pipes, their surface temperature needs to be set according
to the test values. In addition, for moving parts such as wheels and cooling fans,
a rotating coordinate system is used to simulate the effects of their rotational
motion on the surrounding flow field and temperature field.

e 4. Boundary conditions for heat exchangers: Tube fin heat exchangers such as
condensers and radiators use air to carry away heat from the fluid medium for
heat exchange. In CFD, they are simplified as porous media, with inertial and
viscous drag coefficients set, and the gas-liquid heat transfer under vehicle
operating conditions set.
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The boundary parameters of the entire vehicle are shown in the following table:

Table 3.2-1: Vehicle Boundary Parameter Setting Table

Medium speed  High speed Maximum

No. Boundary climbing climbing speed
(60kph) (110kph) (150kph)
j  Wind tunncl nozzle 151.5kg/s 277 8ke/s 378.9kg/s
airflow
2 Relative export pressure 0 Pa 0 Pa 0 Pa
3 Ambient temperature 38°C 40°C 40°C
4 Air density 1.119kg/m? 1.110kg/m? 1.110kg/m?
5 Wheel speed 431.3rpm 790.7rpm 1078.3rpm
6 Cooling fan speed 2300rpm 2300rpm 2300rpm
7 Hub speed 167.1rpm 306.3rpm 417.7rpm
Condenser ventilation
8 resistance inertia 216.93kg/m* 216.93kg/m* 216.93kg/m*
coefficient

Condenser ventilation
9 resistance viscosity 685.45kg/m>-s  685.45kg/m3-s  685.45kg/m’-s
coefficient

Ventilation resistance
10 inertia coefficient of 195.39kg/m*  195.39kg/m*  195.39kg/m*
radiator

Ventilation resistance
11 viscosity coefficient of ~ 595.85kg/m’-s  595.85kg/m>-s  595.85kg/m>-s
radiator

12 Condenser heat Thew Tw Tw
exchange

Heat exchange of

i 32.7kw 34.5kw 35.9kw
radiator

13

4 Calibration and Verification of Thermal Damage Simulation Model under
Dual track Technology

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



4.1 Manual calibration based on experimental data comparison and expert
experience

4.1.1. Calibration method and process

The calibration of the heat damage simulation model is the process of adjusting the
model parameters to make the simulation results consistent with the experimental data.
The calibration method in this section mainly adopts traditional manual calibration.
Firstly, manual parameter screening is conducted based on experience to identify key
parameters that have a significant impact on the simulation results of the target, such
as the heat source near the target component and the thermal conductivity and
emissivity of the target component itself. By changing the values of these key
parameters and observing the trend of simulation results, identify the components and
parameters that have a significant impact on the simulation results and sort them. Then,
within a reasonable range of parameters, arrange and combine calculations until the
error between the simulation results and experimental values is within = 8 °C, which
is considered to meet the standard. The calibration process is shown in the following
figure:

Perntion lreramon

J Mamnl { |
/ yoof / / ~
/, Masualty . Idennty . nlnml'uum’/ Parameter Parameter Iravense \_.,)/ ~.
fikering ey > sawmhm aroangemest andl Target
/ / cakulntion 7 unmulathoa >
J.’ paraiete / / prrsieet / analisn bl 2k

No

Figure 4.1.1-1: Manual Calibration Process

The target value for this study is the surface temperature of the exhaust hanging ear.
Due to its proximity to the exhaust pipe heat source, the thermal emissivity of this
pipe section is selected as the key parameter. The hanging ear itself is made of black
rubber material, and the thermal emissivity of the hanging ear and the thermal
conductivity of the rubber material are also selected as key parameters. Based on
simulation experience, heat sources and metal surfaces near the target component may
also have an impact on it. Therefore, the thermal emissivity and aluminum material
thermal conductivity of the front suspension, chassis, engine, and exhaust pipe
surfaces are selected as key parameters. The key parameters of other components are
selected using the same method. The thermal emissivity ranges from 0 to 1, the
thermal conductivity of rubber materials varies from 0.6 to 1.5, and the thermal
conductivity of aluminum materials varies from 225 to 249. The following table
shows the key parameters identified manually and their values during preliminary
simulation calculations:

Table 4.1.1-1: emissivity Values in Simulation Model

Variable Front Floor Engine Exhaust  Heat Exhaust
suspension panel pipe Shield lifting ear
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Base 0.80 0.80 0.80 0.80 0.80 0.80

Casel __ 0.95 095 095 095 095 0.95
Case2 090 090 090 090  0.90 0.90

Emissi. _Case3 070 070 070 070 0.70 0.70
Case4  0.60 060 060  0.60  0.60 0.60

vity _Case5 050 050 050 050  0.50 0.50
Case6 040 040 040 040  0.40 0.40

Case7 030 030 030 030 030 0.30

Case8 0.20 0.20 0.20 0.20 0.20 0.20
Case9 0.10 0.10 0.10 0.10 0.10 0.10

Table 4.1.1-2: Thermal conductivity values in the simulation model

Variable Heat Shield Exhaust lifting ear
Casel0 235.0 0.85
Casel ] 233.0 0.80
Casel?2 231.0 0.75
Thermal Casel3 229.0 0.70
conductivit Casel4 227.0 0.65
y Casel5 225.0 0.60
Casel6 239.0 1.00
(W/m-K) Casel?7 241.0 1.10
Casel8 243.0 1.20
Casel9 245.0 1.30
Case20 247.0 1.40
Case2l 249.0 1.50

After calculating in a full-scale climate numerical wind tunnel, the extracted surface
measurement point temperature of the target component is:

Table 4.1.1-3: Simulation Results

CFD Temperature measurement point of exhaust suspension ear(°C)

result Medium speed High speed Maximum
climbing(60kph) climbing(110kph) speed(150kph)

Base 114.28 89.84 79.32
Casel 118.00 92.99 82.50
Case2 116.91 92.74 81.42
Case3 112.29 87.68 77.35
Case4 109.18 85.53 75.48
Case5 107.24 83.70 73.72
Caseb 104.06 82.13 72.14
Case? 101.67 81.19 70.81
Case8 98.60 79.70 69.77
Case9 95.21 78.99 69.02
Casel0 114.50 90.03 79.48
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Casell 114.72 90.24 79.65

Casel2 114.97 90.45 79.84
Casel3 116.16 90.41 80.03
Casel4 116.47 90.63 80.24
Casel5 116.22 90.87 80.47
Casel6 114.68 89.48 79.02
Casel? 114.28 89.75 78.76
Casel8 113.52 88.86 78.51
Casel9 112.83 88.44 78.28
Case20 112.84 88.33 78.08
Case21 112.65 87.97 77.88

Comparing the simulation and experimental results, Case 3, Case 4, and Case 5 under
medium speed conditions are close to the measured values. Under high-speed
conditions, in addition to Case 3, Case 4, and Case 5 approaching the measured values,
Case 19 to Case 21 also show a clear trend towards approaching the target temperature.
At the highest speed, Case 13 is optimal, and the errors of other cases are also less
than 10%. From this, it can be concluded that under low wind speed conditions, the
sensitivity of parameters in CFD simulation is ranked from high to low as follows:
emissivity>thermal conductivity>convective heat transfer. However, in high wind
speed simulations, convective heat transfer becomes more important.

Next, we will arrange and combine the parameter variables from the highly sensitive
cases, resulting in a total of 72 sets of parameters and 72 simulation examples. Submit
calculations to a 448 core CPU server, taking a total of 288 hours. Select one set of
parameters from the 72 sets with an error within 8 °C compared to the experimental
results, as shown in the table below:

Table 4.1.1-4: Combination of Standard Parameters

Variable Front  Floor Eneine Exhaust Heat E)}h'aust
suspensio  panel g pipe  Shield lifting
L ear

T- Emissivity 0.70 0.60 0.60 0.70 0.30 0.90
Case

Thermal

107 conductivit / 249.0 1.50

y(W/m-K)

4.1.2. Verification method and result analysis

Model validation is an important step in verifying the accuracy and reliability of
calibrated simulation models. The verification method mainly adopts comparative
analysis to compare the simulation results of the calibrated simulation model under
new experimental conditions with the actual experimental data. Select test conditions
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different from the calibration conditions, conduct wind tunnel tests, and obtain test
data. Then, the calibrated simulation model is used to simulate and calculate the new
operating conditions, and the simulation results are compared and analyzed with the
experimental data. Evaluate the error between simulation results and experimental
data. If the error between the simulation results and the experimental data is within an
acceptable range, it indicates that the calibrated simulation model has high accuracy
and reliability, and can effectively simulate the problem of automobile heat damage.
If the error is large, further analysis of the reasons is needed to check whether there
are problems in model construction, parameter settings, experimental data, etc., and
re calibrate and verify until the model meets the accuracy requirements.

The same vehicle, same measuring point, and 80kph working condition heat balance
experiment were conducted in the same climate wind tunnel. The environmental
conditions and heat sources are shown in the following table:

Table 4.1.2-1: Test Environment Conditions

No. Boundary Speed 80kph
1 ambient temperature 40°C
2 air density 1.110kg/m>
3 Cooling fan speed 2300rpm
4 Condenser heat exchange Tkw
5 Heat exchange of radiator 30.2kw

Table 4.1.2-2: Test Heat Source Temperature

No. Heat source components Speed 80kph
1 Cylinder head 85.32
2 Cylinder linder 90.40
3 Cylinder block 98.56
4 Qil pan 100.03
5 Engine side cover 87.20
6 exhaust manifold 100.09
7 Cold end of turbocharger 83.50
8 Hot end of turbocharger 621.09
9 Pre urging pipeline 608.70
10 Pre urging 130.39
11 Front pipe of corrugated pipe 497.80
12 Corrugated pipe 150.40
13 Main reminder front pipe 477.59
14 Main reminder 285.06
15 Front consumption front pipe section 369.15
16 Front consumption 100.10
17 Front consumption rear pipe section 380.12
18 Central muffler 150.00
19 Front pipeline of rear muffler 300.87
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20 Rear muffler 225.06
21 Tail pipe 233.64

Table 4.1.2-3: Test Target Temperature

Target component temperature(°C) Speed 80kph
Exhaust lifting ear 74.5
Set the simulation model according to the parameters in Table 4.1.1-4, and obtain the
CFD results as shown in the following table:

Table 4.1.2-4: Simulation Results

Target component  Experimental Simulated Absolute Relative
temperature(°C) value value error error
Exhaust lifting ear 74.5 69.3 5.2 7%

The result meets the absolute error requirement of less than + 8 °C, and the relative
error is also within an acceptable range.

However, in actual engineering development, there are 30-60 target components for
thermal damage in a vehicle, and key parameters also have mutual influence.
Manually calibrating them one by one will consume a lot of manpower, computing
power, and time, which is difficult to achieve in tight engineering development.
Therefore, it is necessary to find a fast and efficient automatic calibration method to
accelerate the progress of vehicle development.

4.2 Intelligent calibration based on multiple technologies

4.2.1. Calibration method and process

The calibration method in this section mainly adopts a combination of parameter
sensitivity analysis and optimization algorithms. Firstly, conduct parameter sensitivity
analysis to determine the key parameters and their impact coefficients that have a
significant impact on the simulation results. Build a response surface model, optimize
with experimental data as the objective function, and find parameter combinations
with an error of less than 3%. The calibration process is as follows:

Lteration

I - ] DOE
o 7 Algorithm ~
Manually Tdbenrity / pe algorithm Parnmeter Building a = Yes
Simmlation / Paramseter
| 1 > Target
fibtering key ¥ i BT ___;)/ semsleiviey /——)' respomse optimizatien ""< arge
paramele 7 2 t'nuf!{l_rtf_l_\_ / / Analvsis sITace

Figure 4.2.1-1: Intelligent Calibration Process
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This study aims to simulate and benchmark the surface temperature measurement
points of exhaust suspension ears. Select the heat source, heat shield, and its own
emissivity and thermal conductivity near the target component as variables. The
thermal emissivity ranges from 0 to 1, the thermal conductivity of rubber materials
varies from 0.6 to 1.5, the thermal conductivity of stainless steel materials varies from
50 to 80, and the thermal conductivity of aluminum materials varies from 225 to 250.

Using the results of the first round of 66 simulation examples as the initial dataset, a
graphical software was called to perform parameter sensitivity analysis. The sorting
is shown in the following figure:

Figure 4.2.1-2: Parameter Sensitivity Statistical Chart

Figure 4.2.1-3: Parameter Sensitivity Box Diagram

In the figure, Speed represents the vehicle speed, Rubber represents the thermal
conductivity of the suspension lug rubber material, Heat pipes represents the
emissivity of the exhaust pipe heat source near the suspension lug, Heat Eng
represents the emissivity of the engine heat source near the suspension lug, Em_foor
represents the emissivity of the bottom plate, Em axle front represents the thermal
emissivity of the front suspension, Em_Lift represents the thermal emissivity of the
suspension lug, Al represents the thermal conductivity of the exhaust pipe aluminum
heat shield, and Lift represents the target temperature on the surface of the suspension
lug.
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From the parameter sensitivity statistics in Figures 4.2.1-2 and 4.2.1-3, it can be seen
that vehicle speed has the greatest impact on the surface temperature of the lifting lug,
and the influencing factor is negative. This is because vehicle speed directly affects
the convective heat transfer coefficient on the surface of the lifting lug. The higher the
vehicle speed, the faster the surface air flow, resulting in faster convective heat
transfer. Next are the emissivity of nearby components, the thermal conductivity of
the heat shield, and the thermal conductivity of the material of the lifting ear itself.

Data training, due to the consistent dimensions of different temperature measurement
points but significant differences in numerical ranges, for example, the surface
temperature range of a fan motor is 96 °C~166 °C, while the range of a fuel filler tube
is 46°C~53°C. This article normalizes the input using Z-score normalization and the
output using Z-score normalization to eliminate anisotropy and accelerate network
convergence. Both sets of Scalers are serialized and saved to ensure consistency
between offline training and online deployment. The use of ensemble learning
methods for prediction combines the ability of multi-layer perceptrons (MLPs) to
capture nonlinear relationships and complex patterns with the advantages of random
forests in handling noisy data. After training the MLP and random forest models
separately, use a weighted voting strategy to obtain the final output results.

We first constructed a three-layer feedforward neural network to capture the nonlinear
mapping between 8-dimensional temperature characteristics and 4-dimensional
thermal properties parameters. The number of hidden layer units is 64 and 32
respectively, and all hidden layers use ReLU activation functions to ensure gradient
sparsity and computational efficiency. To suppress overfitting, the model adds a
dropout layer after each hidden layer and incorporates L.2 weight decay into the loss
function. The optimizer uses Adam with an initial learning rate 1 X 1073, During the
training phase, 10% of the samples are randomly selected from the original training
set as the internal validation set, and an early stopping strategy is adopted to avoid
overfitting, with a maximum of 500 epochs of training.

Additionally, construct a random forest regressor to utilize its integrated variance
reduction and robustness to outlier measurement points. The base learner uses CART
regression tree and constructs diversity through self sampling and random subspace
strategy. To prevent excessive growth of a single tree, set max_depth = 3 and
min_samples_split = 2 for strong regularization.

The optimal number of n_estimators trees within the range of {10,20,50,100,200} is
determined through grid search using 5-fold cross validation MSE as the evaluation
metric, and the final optimal number of trees 1s 100. This hyperparameter combination
performs best in the bias variance trade-off, maintaining sufficient model complexity
to capture nonlinear interactions between temperature and thermal properties, while
significantly reducing prediction variance through ensemble averaging. Extract the
training result data and perform curve fitting, as shown in the following figure:
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Figure 4.2.1-4: Relationship Curve between Variables and Target Temperature

From Figure 4.2.1-4, it can be seen that the relationship between the thermal
conductivity of the hanging ear and the surface temperature is not monotonic. The
same surface temperature can be obtained when the thermal conductivity is 0.8 and
1.3, and the minimum surface temperature can be obtained when the thermal
conductivity is 1.0.

The random grid search method is selected for parameter optimization, with the aim
of finding the optimal parameter combination to maximize the temperature of the 8
target surfaces, including the fan motor surface, rear suspension cushion, corrugated
pipe rear suspension ear, fuel tank outer surface, ECU surface, left side surface of the
rear bumper, the closest point of the fuel pipe to the exhaust pipe, and the center point
of the lower surface of the battery pack, to the experimental values.

After obtaining MLP and random forest models, this paper proposes a weighted voting
strategy of "output dimension correlation". Firstly, extract 30% from the training set
as an independent validation set, and then use a grid search strategy to select MLP
weights with a weight range of {0,1} and a step size of 0.05. With the goal of
minimizing the MSE of the validation set, the optimal weights for each dimension are
determined as shown in the table below:

Table 4.2.1-1: Optimal Weights
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Fusion algorithm Emissivity  Al-Conductivity  Rubber-Conductivity
MLP Weight 0.85 0.20 0.15
Random Forest Weight 0.15 0.80 0.85
Merge the outputs of two models on the test set according to their corresponding
weights. This strategy not only retains the dominance of MLP over the emissivity, but
also makes full use of the stable estimation of RF for the three thermal conductivities
to avoid a single model bias. The following table shows the performance results of
two separate models and the ensemble model on the test set:

Table 4.2.1-2: Test Results

MSE / R? MLP RF Ensemble
Emissivity 0.0021/0.9231 0.0048/0.7815 0.0012/0.9791
Al-Conductivity 26.3592/0.1129 21.9873/0.1635 19.7467/0.1958
Rubber-Conductivity  0.0681/0.1546 0.0401/0.2838 0.0371/0.3042
Overall, the fusion model showed an average improvement of 18.75% and 17.26% in
MSE and R? com/pared to the best performing individual model in the three output
indicators of ear radiation coefficient, exhaust pipe heat shield thermal conductivity,
and exhaust ear thermal conductivity, respectively, verifying the effectiveness of the
weighted voting strategy. The Intel Xeon 8358 was used for training in terms of
computational efficiency, with the MLP model taking a total of 4.5 seconds and the
random forest model taking 2.7 seconds. The overall training of the model can be
completed within 10 seconds, and the iterative development efficiency is high.

The optimal parameter combination obtained is shown in the following table:

Table 4.2.1-3: Optimal Parameter Combination

Variable Front Floor Engine Exhaus Heat Exhaust
suspension panel t pipe Shield lifting ear
Emissivity 0.690 0.763 0.522 0.677 0.270 0.948
Thermal
conductivit / 237.101 1.405
y(W/m-K)

4.2.2. Verification method and result analysis

Verify according to the method in section 4.1.2, set the simulation model according
to the parameters in Table 4.2.1-3, and obtain the CFD results as shown in the
following table:

Table 4.2.2-1: Simulation Results

Target component Experimental ~ Simulated  Absolute  Relative
temperature(°C) value value error error
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Exhaust lifting ear 74.5 71.2 3.3 4%

The result meets the absolute error requirement of less than + 5 °C, and the relative
error is also within an acceptable range. Compared to manual simulation results, the
absolute error was reduced by 1.9 °C and the simulation accuracy was improved by
2.5%. As the number of training samples increases, the accuracy will further improve.

The comparison between manual calibration technology and multivariate integration
technology is shown in the following table:

Table 4.2.2-2: Comparison between Multivariate Integration Technology and
Manual Calibration Technology

Time consumption  Feasibility of

Absolut Relative for single target =~ multi-objective

€ €Iror €rror

optimization optimization
Manual calibration 59 oC 79 738 hours Low
technology
Multivariate
integrated 33°C 4% 10 seconds High
calibration
technology

5 Conclusions and Prospects

5.1 Research findings

e 1. Based on the multi-dimensional integration technology of full-scale
automotive climate numerical wind tunnel, a simulation model of automotive
heat damage has been successfully constructed. Through reasonable
simplification of modeling, grid division, coupling simulation, and
benchmarking analysis, it can accurately simulate physical phenomena such as
convective heat transfer, heat conduction, and heat radiation involved in
automotive heat damage problems.

2. Through climate wind tunnel testing and data collection, real and reliable test
data were obtained. Scientific calibration methods were used to calibrate the
simulation model. After verification, the calibrated simulation model has high
accuracy and reliability, which can provide effective analysis methods and
design optimization basis for the study of automotive thermal hazards.
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¢ 3. Adopting multivariate integration technology has the advantage of improving
simulation accuracy compared to manual calibration, and has significant
efficiency advantages in dealing with multivariate and multi-objective problems
in engineering.

5.2 Research Prospects

e 1. Further improve the accuracy of the simulation model, consider the mutual
influence between more component parameters, in order to more accurately
simulate the problem of automobile heat damage.

e 2. Strengthen the integration of diversified integration technology with
advanced technologies such as artificial intelligence and machine learning,
achieve automatic optimization and rapid prediction of simulation models, and
improve research efficiency.

e 3. Expand the research scope and apply this technology to new fields such as
battery thermal management and fuel cell thermal damage in new energy
vehicles, providing technical support for the development of new energy
vehicles.
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Abstract: vehicle system requires the use of hardware/software/control strategy to
provide cooling/heating of the cabin, powertrain system and electrical devices. All
functions have to be delivered on cost for the customer but also on weight and
efficiency to lower energy consumptions and maintain human comfort at all ambient
temperature. Thermal Energy Management (TEM) optimisation is critical as ambient
temperature variation proves to have a large effect on vehicle energy consumptions
for the different types of propulsion systems [1].

Thermofluid system based on highly integrated coolant, refrigerant and air
subsystem which are highly integrated require deep level development. They are
responsible for enabling energy transfer between sub system to limit heat waste and
maximize energy efficiency

This is usually performed using Computational Aided Engineering (CAE)
methods during development and validated on rigs and prototype. While component
and subsystem rigs are essentials in validation steps, they cannot enable super system
level validation. Prototypes on the other hand do but can lack robustness, maturity and
their operational time requirement might not be compatible with engineering
development cycle and certifications timing. A thermofluid system rig, based on
Hardware in the Loop (HiL), is the key to make the link between these two validation
stages of the components but also of the system while reducing the development time
and accelerate time-to-market.
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This paper introduces a novel approach of a highly integrated HiL rig which
combines the entire thermofluid super system — under — test (SUT) of the vehicle. The
faster than real time digital twin approach enables eliminating all propulsion systems
with thermal emulators designed to replicate the heating & cooling into the thermal
system plant. Multiple distributed controllers are also integrated part of this rig, within
the scope of the SUT. A novel approach of digital twin use for front end airflow
emulation is also introduced in this complex thermo-fluid rig. This rig enables sign
off entire thermofluid system hardware & its associated control systems with time to
test reduced by up to 94%.

1 Thermofluid system within vehicle applications

Within vehicles, thermofluid systems are comprised of the coolant, refrigerant and
HVAC sub system. They are supported by LV/HV architectures, and also by the
mechanical engine duty in some case like with engine driven coolant pumps. It has
the duty of transferring energy across the different vehicle subsystems and it is
responsible for cooling and heating the vehicle cabin, the powertrain sub system and
diverse electronic components.

Thermofluid system approach enables combining the different individual
loops to optimize the energy transfer within the vehicle but also with the surrounding
ambient. Such complexity requires the use of highly intelligent control and
calibration. This is key to fulfil thermal comfort within the cabin but also to maximize
powertrain efficiency leading to improved range and lower emissions.

The current automotive industry shows a wide range of thermal strategies and
methods to provide heating and cooling to the thermofluid system. Coolant heating
can be achieved through the High Voltage Coolant Heater (HVCH), through the high
voltage compressor or by harvesting powertrain wasted energy. The cabin heating can
be performed by harvesting Internal Combustion Engine (ICE), using an electric cabin
heater, a cabin heater core combined with a high voltage coolant heater or ambient air
heat recovery system (heat pump).

While the system performance is a key aspect for choosing the best system,
the weight, complexity and cost need to be balanced. Another aspect is the ambient
range expected on the market where the vehicle is sold: while some vehicles are
dedicated to specific market with more favourable environmental condition, some are
sold to market with more extreme weather (i.e cold and/or hot). This will affect the
energy consumption [1]. The jaguar I-Pace released in 2018 relies for example on
HVCH to heat the coolant system, a coolant heater core to transfer the coolant heat to
the cabin through the Heating, Ventilation, and Air Conditioning system (HVAC),
two dedicated Low Temperature Radiators (LTR) for the battery and the propulsion
system, a refrigerant arrangement with a high voltage compressor and the associated
components that enables a heat pump mode. This mode enables the harvest of heat
from low ambient temperature and to transmit it to the cabin in order to reduce the
energy consumption while heating the cabin. In cold ambient condition, this helps
maximizing the range.
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Figure 1: Jaguar I-Pace thermofluid system

As shown in the figure 1, we associate to the system components dedicated to deliver
the airflow to the different air to coolant and air to refrigerant heat exchangers such
as the cooling fan, the ducting, the grille shutters and the related ducting.

In a recent study that compiled Jaguar I-Pace customer data [1], it was shown that
despite using a heat pump system, the average energy consumption at Odeg C ambient
is 50% higher than at 20deg C. The energy consumption relation to the ambient
temperature for this vehicle is shown in the figure 2. This low and high temperature
drives for additional load on the TEM system. Optimising the hardware, control and
calibration is therefore key to lower energy consumption and maximize the EV range.

Figure 2: Energy usage as a function of the ambient temperature on the Jaguar I-
Pace [1]

Contribution: 2025 FKFS Conference on Vehicle Aerodynamics and Thermal Management
15 — 16 October 2025 | Leinfelden-Echterdingen



2 V system and development cycle

Typical automotive development follows the V model of system engineering. It is
split in two main steps. The left branch relates to the requirement/attribute target
definition followed by designing stages of the systems, sub-systems and components.
These stages rely mostly on CAE development that can be performed using 1d and 3d
modelling.

During the second stage, the aim is to verify and validate the components, sub-
systems, systems and finally the attributes performance. While components
performance and sub-systems can be tested on physical rigs, the industry relies mostly
on testing full vehicle with different level of component maturities. This can prove
challenging when relying on in-market testing and the test facilities availabilities.

Beside hardware testing, another important part of the testing relates to the software,
control and calibration. This is critical to ensure the system functions are delivered
efficiently and robustly. For the example of the thermofluid, control and calibration
are important with regards to the arbitration of the cabin and powertrain
heating/cooling delivery. Although the system might be sized based on the thermal
performance load cases with high loads and extreme temperatures, the system needs
to deliver the required output for the lowest amount of energy to optimize the
powertrain and overall vehicle efficiency.

Figure 3: V shape of engineering
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One of the downfalls of relying on prototype vehicle testing for system validation and
verification can be the maturity level of the vehicle, some of the lengthy time required
by specific load case and sometimes the reliability of the properties. Changing critical
components to update a vehicle can lead to significant downtime in the development
process due to part retrofitting periods, the possible re-instrumentation requirements
and the associated challenges. For specific drive cycles, preconditioning, and testing
can take up to thirty six hours per drive cycle.

For all these reasons, having the possibility to test thermofluid system on a dedicated
HIL bench test apparatus is critical. The use of such physical approach is an area of
development for automotive applications [2][3][4]. The following section introduces
the newly developed highly integrated rig.

3 New Hardware in the Loop (HiL) test rig approach

The so called “thermofluid level 5 rig” has been developed with the aim of enabling
the full thermofluid system testing for a wide range of environmental conditions on
steady state and transient load cases. It intends at testing all the refrigerant, HVAC,
coolant and air subsystem so that it allows the testing of the controller and fluids
interactions as it is shown on the figure 1.

To allow flexibility and to remove sensitivity to part, a number of sub-systems and
components are emulated: this includes the heat and cold sinks such as the engine,
battery, the front and rear Electric Drive Units (EDU), the electrical components that
require heating/cooling and the cabin. This is possible by making the bench working
alongside vehicle 1d models that have been developed in the prior phase of the design.
Such models need to be real time capable.
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The commissioned test bench is composed of an environmental chamber that contains
its own conditioning unit. It is capable of controlling the ambient condition within -
20 to 50°C. The chamber is sized so it can contain the vehicle labcar that holds the
vehicle thermofluid unit. The Heat Exchangers (HX) can be mounted in the vehicle
line position on the labcar or on a dedicated front end unit that is designed to replicate
real airflow distribution as seen by the vehicle on the road. This apparatus is critical
as airflow distributions have an impact on the performance of the air to coolant or air
to refrigerant as shown in [5][6][7]. The delivery of the air to the front end unit is
performed by the main air handling unit. It is capable of delivering air mass flow
representative a high speed load case to the cooling pack for a range of temperature
of -20 °C up to 75 °C and an adjustable relative humidity between 10 % and 90 %.
Similarly, airflow conditioning to the front and rear HVAC units are handled by
separate Air Handling Unit (AHU) and are capable of replicating recirculation mode
or fresh inlet from the surrounding environment. The labcar is instrumented with all
the required sensors. This includes current and voltage sensors to capture energy usage
over cycles, temperature sensors on the different fluid networks but also refrigerant
and coolant flow rate sensors. The rig is capable of supporting Low and High voltage
components like electrical compressors, but it can also be associated with a dedicated
bench that enables the use of mechanical compressors that are used in ICE and hybrid
vehicles.

Figure 4: Schematic of the thermofluid level 5 rig
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The vehicle components that are handled by the 1d model and emulated on the rig
with heating and cooling loads are handled by six individual coolant emulators. They
can be used to replicate the components interacting with the fluid network that are not
on the labcar like the powertrain units. These coolant emulators have the capability to
be controlled through heating or cooling loads (from -12kW to +20kW each) or based
on temperature profiles. If individual emulator heat loads are not sufficient, they can
also be connected and run in series to increase the cooling or heat delivered to the
labcar. Adjustable pressure valves are used when connected to the labcar to be
representative with the vehicle expected coolant loop characteristics and pipe
connections to the labcar are designed to replicate the total vehicle coolant volume.

Figure 5: -1: Coolant emulators -2: Plant room -3: Coolant emulators secondary -4:
Environmental chamber

The labcar contains some of the vehicle ECUs while some can be modelled within the
1d model that is used on the rig. It is made of two volumes to enable temperature
control: the larger one contains the components that sit in the cabin volume, and the
smaller one represents the underhood volume. The underhood side is connected to the
front end unit. This unit is designed to enable the emulation of the airflow distribution
onto the cooling pack and represents a novelty.
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Figure 6: Labcar

4 Novel approach to air to HX emulation within a rig

One of the key aspects to this rig is the particular attention brought to the air emulated
to the front end unit containing the vehicle cooling pack. This system is made of the
main air handling unit, the pipe connecting it to the front end unit, the front end unit,
the labcar and the return pipe. As shown on the figure 7, it starts from the main AHU
which is controlled to provide a specific mass flow and temperature. The air is
delivered to the front end unit through some piping into the environmental chamber.
This unit contains the vehicle cooling pack and is then connected to the labcar
underhood volume.

Figure 7: The main AHU flow path
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On a typical drive cycle, the main air handling unit is capable of following the
transient air mass flow trace from specific drive cycle while taking into account the
dynamic movement of the active air system such the active grille shutter and the
electric cooling fan. The figure 8 represents a typical Thermal Energy Management
drive cycle and the air mass flow input to the rig and its response.

Figure 8: transient air mass flow trace input and output

Beside the total air mass flow, the airflow distribution influences the amount of heat
transfer exchanged between the air and the coolant/refrigerant heat exchanger. This is
a function of the front end design of the vehicle, the active grille shutter position and
the fan power and it is a well-documented phenomenon. [6] shows the impact of
airflow blockage onto the refrigerant performance and energy usage. [5] [7] shows
that for a typical coolant to air heat exchanger with a uniformity index of 0.6, 10%, or
even 20% to 30% of heat rejection decrease can be expected from a perfect uniform
airflow performance. This loss of heat transfer performance needs to balance with
additional airflow which either means additional fan power or increase active grille
shutter opening. Both methods are equivalent to an increase of energy consumption
of the thermal system. The following figure shows typical air mass flow distribution
onto the HX inlet faces for different vehicle speeds.

Figure 9: Air velocity distribution for different vehicle speeds
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One of the requirements of the test bench is to enable the replication of this airflow
condition on the test bench within the front end unit. The front end unit within the
environmental chamber is composed of four volumes: two to emulate the airflow
distribution and two to integrate the vehicle cooling hardware, as shown on the figure
10. The first airflow distribution emulator system is the most upstream section and is
composed of eight horizontal individually actuated vanes which influences the airflow
distribution on the height axis. Downstream, the dynamically actuated vehicle vanes
are fitted and are controlled through either the vehicle ECU or the vehicle model. It is
followed by a static blockage that adds an element of control to the distribution ahead
of the vehicle cooling pack.

Figure 10: Front end unit description

The tuning of the rig is performed through the use of a correlated CFD model of the
airflow system of the bench. It can be used to investigate the airflow distribution
within the rig and be used to tune the test bench, so it provides the same airflow as
expected on the vehicle. The test rig CFD model includes the air handling unit inlet
to the front end unit up to the labcar entry.
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The whole thermal vehicle CFD model output is used to describe the airflow
distribution for different active system configurations and vehicle speed range. A DoE
is then performed using the correlated test bench CFD model which enables the
selection of the best blockage which can then be manufactured and integrated onto the
front end unit.

Figure 11: Airflow distribution mapping from vehicle CFD to the front end unit

The different sections of the front end unit can be integrated through a system of
sliders to easily access the components while insuring it is possible to connect them
to the low or high voltage, coolant and refrigerant system while also maintaining a
good seal one the components are in place in the unit.
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Figure 12: Front end unit and its CFD representation

5 Development and test benefits

The use of the thermofluid rig enables a faster approach to system testing and
validation ahead of classical vehicle testing. This supports the Thermal Energy
Management performance measurement and control optimisation while allowing the
flexibility to easily replace specific hardware and save development time. Full vehicle
testing also require extended preconditioning period which can be minimize on the rig
thanks to the fast dynamic control of the plant room. Typically, for EPA and WLTP
physical testing, this pre-test soak and conditioning can last up to thirty six hours while
they can be performed in under one hour on the rig. This is similar with OEM specific
and other real world driving replicated drive cycle which might have to be performed
a number of times over the thermal system development and validation.

Beside this, although it could take days for replacing physical components on a vehicle
prototype leading to extended property downtime, this can be performed quickly on
the associated propulsion 1d model.

Based on these typical examples, we believe such rig enables sign off entire
thermofluid system hardware & its associated control systems with time to test
reduced by up to 94% compared to traditional method

6 Conclusions

The aim of this paper was to demonstrate the application and benefits of a HiL rig for
thermofluid applications This is possible by eliminating all propulsion system with a
combination of air and coolant emulators. This includes the overall main
specifications, operations method and benefits for the aim of wvalidating and
investigating the performance of physical hardware and the associated control and
calibration.
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It also includes a novel method to emulate airflow conditions on the inlet of the heat
exchangers as per the expected vehicle condition through the use of vehicle and test
bench CFD. This enables adding the air system for the overall thermal energy
management system approach on a physical test rig.

This paper introduces a novel approach of a highly integrated HiL rig which combines
the entire thermofluid super system — under — test (SUT) of the vehicle. The faster
than real time digital twin approach enables eliminating all propulsion systems with
thermal emulators designed to replicate the heating & cooling into the thermal system
plant. Multiple distributed controllers are also integrated part of this rig, within the
scope of the SUT. A novel approach of digital twin use for front end airflow emulation
is also introduced in this complex thermo-fluid rig. This rig enables sign off entire
thermofluid system hardware & its associated control systems with time to test
reduced by up to 94%.
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